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Abstract

Fast centroid-finding electronics are being developed for | ,
a range of position-sensitive gas proportional detectors. Each p
cathode strip feeds a preamplifier, shaper and a free-running

Bipolar 'ADC 8b | Ch

Shaper 20 MHz

. . - . [ .
ADC. Increased total count rate is achieved by d|V|d|_ng the |preamp et ADC 8 O crea. DSP: i
detector into several segments with parallel processing that 2 comal L2 hosiion |
introduces no common dead time. Each segment has centra] |, . | || sipolar ocen] chamels | Qua | (o lookup | [
channel finding logic and event listing realized in a FPGA, Shaper {0 Mz o )
. . - - position
followed by a DSP that performs the centroid calculation ard ° 15 deep and
. . ;'g ener
histogramming. 52 o ¥ | histogram
[}
Measured count-rate per segment exceedspd0 second, )
. . . H ¢ 16
with virtually no dead time. — ‘. Spor ADC 8

. INTRODUCTION
. . . Figure 1: Block diagram of the detector readout system
The curved proportional detector for X-ray diffraction

studies at NSLS [1] is based upon gas multiplication by a
curved blade. To assure a resolution of order @00 the Il. ELECTRONICS

profile of the induced cathode charge distribution is sampled The system overview is presented in Fig. 1. Its principal
by cathode strips on a pitch of 5 mm functions are measurement of the charge induced on each

Each readout channel of centroid finding eIectronicCs‘:’lthOde subdivision by charge preamplifiers and subsequent

consists of a o . .Cf\lculation of the centroid of that distribution.
preamplifier, shaper and Analog to Digita

Converter (ADC). The number of channels involved in tr\;g ch lifier + bipol h
computation and the interpolation algorithm both have: arge preampliner Ipoiar shaper

influence on the resolution and on the differential non- The custom designed surface mount daughter-board
linearity of the centroid localization [2,3,4]. One recertontains 32 charge preamplifiers circuits on a modulex 76
example can be found in [4]; excellent differential linearity 88 mndf. It is mounted directly on the detector cathode
obtained using 5 channels digitized with 12 bits of precisiomrinted circuit board. A separate board holds 32 standard

High-count rate capability of the entire instrument canl\L Pipolar amplifiers in hybrid technology (number 10533)

only be achieved if both the detector and readout electronféh 250 ns peaking time.

are designed appropriately. The new system will achieve this .

capability by using a small avalanche size in the detector 4hd Free-running ADC

by taking advantage of recent advances in FPGAs and DSPs.The prototype printed circuit board contains 16 analog to
In order to maximize the counting rate, it is necessary tcﬂigitﬁ\' IContvertteEr;Sb(tAD?'. fThe '?'DC is a 10'dbit _/?\k?gi\oé)cwnh
. . arallel outpu its of information are used). The s are

1) limit the number of ADC bits, ?ree-running Wi(th a common 20 MHz cIock.) The advantage

2) reduce the number of involved channels, of this approach, compared to the usual triggering on the

3) opt for a simple and fast interpolation algorithm, anode signal, is in the possibility of treating multiple hits,

4) minimize the common dead time. i.e., the system has no common dead time.

central-channel finding and event listing, and to read hieved using a separate 12-bit digital-to-analog converter

channels digitized with 8 bits of precision. The DSP is uségAXS?,S) to adjust the top and bottom reference voltage for

. . . i . ch channel. This is necessary for good differential and
to m|t.|gat.e the differential non-linearity (DNL) due to ADCmtegraI linearity of position estimation,
guantization errors and the reduced number of channels as

part of the centroid finding algorithm. The digitized shaper signals of 5 consecutive channels, in
the neighborhood of an event nearest channel 3, are shown in

Fig. 2. At the sampling time ‘nearest’ the maxima of the 3
IThis work was supported by the U.S. Department of Energhaper signals nearest an event, the 3 corresponding ADC
under contract No. DE-AC02-98CH10886 values contain the most accurate values of the most

. . . The ADC offset subtraction and gain correction are
Here, we have chosen to include preprocessing logic %
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significant charges,,, Q, Q.., induced on cathodds1, k When all of the above conditions are satisfied, the ADC
andk+1 by an avalanche on the anode. The role of the rdata on channels k-1 andk+1, at timet;, are stored in a

of the readout system is to extract these values in real timdfer asQ,, Q,, and Q,,,. The central channel sensing
from the continuous stream of ADC values and to use themectronics for all 3 of these channels are then disabled until
for position measurement. the shaper pulse dissipates, 16 samples in this case, providing
post-pileup rejection. 16 such buffers (one for each possible
central channel) are scanned sequentially for new data. Any
new data, along with the number of the central channel, is
subsequently written to an on chip First-In First-Out memory
(FIFO). Each element of data (32 bits) listed in the FIFO
represents one event and contains all the information needed
by the DSP to perform the centroid computation. The FIFO
can store up to 15 events. The FPGA logic is fully pipelined,
and can give one output for every clock cycle.

The FIFO not-empty flag is polled by the DSP. If data is
available, it is read by the DSP and the centroid calculation

ADC_ch

ADC_ch

ADC_ch

ADC_ch

rocessing is begun.
ADC_ch processing 1 beg
. Previous Neighbor segment PCB
-5 0 5 15 i sosr j

Figure 2: Free running 20 MHz ADC outputs for an event between S>S, 5,257 hold e+ | Store into

: S. > threshold? || sample FIFO

channels 2 and 3 and nearest to channel X(ke3). D busy | | ADCch

?

S, at peak? hold |« | 1P2
. . . S5,>S,, §5,25,? hold [« Store into

The rms error in peak sampling, introduced by the S > threshold? |-»{sample —1» ~ FIFO

. . . . . . . 2 : busy —» | ADCch
discrete time intervals, is derived in the appendix and can be S, at peak? hold & | | 2.1,3
expressed as: 5>S, S,2S,? hold |« [Store into

S, > threshold? [ »/Sample || FIFO

. 2

0, = 0.07XKT, (1) S, at peak? tr)ch‘)?éI pall A3|,3§, C4h
for small'l_'s,_whereTS is the ADC sampling period arid is 5>5..,5.25.7| [Tod J« | [Soeimo
the coefficient of the "2 order term of a polynomial sk>thresho|d?+sg[pspy'eﬂ Ao,
expansion of the shaper pulse about the peak. For these S, at peak? hold [+ | |k k1, k+1
shapers and a 20MHz ADC sampling frequency, the rms 5.5, ,252| [ Told le1- [Store o
peak sampling error is <2%, small enough to have negligible s> t;‘tfzz';‘l’('fj" i SET?Zye N f?;glgs%&n
effect on the energy resolution. Since the sampling errors of MT — = *w =
all involved signals are fully correlated, they have no effect o d

Next Neighbor segment PCB

on centroid calculation.

o Figure 3: Simplified central channel finding logic realized in the
C. Central channel finding FPGA FPGA

cong;:itzgl;tglaoggltgs;cf) T;;?ngg?grgieo;gge Sgggzm_?ri Future versions of the event lister (the event buffers, the
central channel ils foundgby first forming all tr)(e( adjacé.nt anning circuit and the FIFO) are planned that include a
way sums of the digital ADC outputs. A chanrlelis time stamp as part of each event for applications that need to

o o . categorize events as a function of time.
qualified as the central channel at sampling instaifitthe 9
following conditions are met: The FPGA communicates over the previous and next

segment boundaries with other identical PCBs in order to

1) The sumS(t) of the sampled bipolar shaper signal . .
ADC._ch(t), ADC_ch.(t) and ADC._ch,(t) must §bt?:]nenziss(r;1ioot3h) response at the connection between two
exceed a threshold in order to discriminate againsef\g g-2)
the noise background. The FPGA used is Lucent's ORCA OR2T40A, one of larger

FPGAs available. The use (70 % full) of its array of<380

2) The sum§(t) must exceed,(t) and must not be cells (up to 99 400 gates) is illustrated in the Fig. 4.

exceeded by, ,(t). In addition to partially qualifying
channek, channelk-1 andk+1 are disqualified from
being central channels.

3) The sunfi(t) must excee&(t,,). This identifies the
sampling instant nearest the peaks of the analog
bipolar signals involved, in the sense that their sum
has peaked.
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Figure 4: Internal
D. DSP, histogramming and readout Figure 5: Photograph of the PCB which contains 16 ADCs, FPGA,

A Digital Signal Processor (DSP) is a processor optimiz&F" and a GPIB interface.
to execute fast multiply-accumulate instructions. For this
project we have chosen the Texas Instrument’s I1l. POSITION ACCURACY
TMS320C6201/C6701. In a 5 ns clock cycle, it can execute The intrinsic spatial resolution of the detector depends on the
up to eight 32-bit instructions. The DSP features 128 Kbytglysical processes in the gas, but resolution can also be limited
of internal static memory, accessible in one clock cycle, abglthe electronic noise in the charge measurement. The position
can access 16 Mbytes of dynamic memory on the board. error due to electronic noise is given by [3]:

The DSP program is written in assembler and fully
optimized. It performs the extraction of 3 charge signals, and
the central channdd, from the single 32-bit FIFO output an
executes the centroid finding algorithm on 3 strips.

o

o, = Km—qW (2)
tot

herew is the strip pitch,o, is the rms error in the charge

asurement per striQ,, is the total charge integrated by the

bits to the original values. Subsequent calculations agre_, . . - .
carried out with 32-bit precision. The execution time is IesE)s obtain high counts rates with any gas detector.
than 100 clock cycles, and depends on the chosen algorithmEd. (2) demonstrates that for a detector system characterized
The event rate is therefore limited to around 2 ¥ 1By w =5 mm,g, = 1.5¢10° € andK,, = 2, only a small total
events/sec/DSP. Histogramming is performed directly in tgathode charge, of order Qf, = 0.05 pC, is required to obtain
DSP internal memory. Each histogram update consumesafglectronic noise precision of less thams0

clock cycles and does not affect significantly the maximum

count-rate. A GPIB interface, realized using the National  |\/. D|EFERENTIAL NON-LINEARITY (DNL)
Instrument’'s TNT4882 chip, permits the read-out of the CONSIDERATIONS

histogram results by a host computer.
The limited number of ADC bits and the reduced number

E. Printed Circuit Board of one segment of involved channels for sampling of the induced charge, as

. ) . . required for high-count rate, degrades the differential
Special care has been taken in the layout of the printed cirgy arity of the detector.

board because of the coexistence of a high speed DSP system on ) ) o

the same board as the ADCs and the DACs. Analog and digitalln 0rder to define the influence of the ADC quantization
sections of the board are geographically separated as much'&¥, and of the centroid-finding algorithm, on the DNL
possible, all analog signals are shielded in a dedicated Ip" to the building of the hardware prototype, we have
between two ground planes, and each ADC and DAC (driviR§rformed —computer simulations using a simplified
the ADC's top and bottom reference voltages) has a separafeffieématical model of the detector and associated
filtered power supply connectioh filter 47 uH x 33pF). The €l€ctronics. We have also stored on a PC hard disk

photograph of the printed circuit board (8 layers) holding f&Perimental data generated by a uniformly irradiated
ADCs, FPGA, DSP and a GPIB interface is shown in Fig. 5. detector using an 8-bit digital oscilloscope (LeCroy 9360).
We have then processed the same set of data with different

algorithms. After analyzing and comparing the results of the
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simulation and of the measurements, we have opted to usdJsing the ‘C6201 digital signal processor, the execution
only three 8-bit samples of the cathode charge for the dediigme is 85 clock cycles. At the connection between two
of the prototype encoding electronics. strips, the differential linearity is affected by the choice of

Centroid-finding algorithms slightly different from thosd"€ central channeThe correction facto€, [4,8] minimizes
currently used [2, 5, 6] are necessary in order to compenddg €ffect by forcing (4) to be continuous at cathode
for this high-count rate compromise. The algorithms must Baundaries.The correction factor changes with the anode-
easily implemented by digital signal processing and th@thode distancd for a given detector. For a detector with

must take into account the ADC quantization errors. the standard geometry [11] (whemd = 0.8),C; is equal to
1.51. For the curved blade detector [1], with zigzag cathodes

Correction of the quantization effects on DNL (wid = 2.12), C, is equal to 1.13. It is important to note that
this factor is also a factor of the algorithm-related noise

In accord with [7], and independently the used algorithrparameterK , used in equations (2) and (3). For this method
our simulations and measurements affirmed Strorg is equal to 1.65 [3,8].

differential nonlinearly due to the quantization effects of the

8-bit ADCs when using conventional algorithms. The DNB. Gaussian fit

degradation also depends on the number of interpolatedr, this algorithm [6], the position is given by:
pixels between two readout channels and is t&8%6 for 16

pixels/ch. szw_ﬂl:’n Q/Qci—In Qk/Qk—lE

We have demonstrated that this problem can be solved by 2HnQ/Qu, +INQ/Q, (5)
digital_ si_g_nal pro_cessing simp_ly_ by add_ing 5 to 8 random, e IN Qs —INQusy
non-significant bits to the original 8-bit ADC value and 2InQ, -INQ_,-InQ.,

subtracting the mean value. All subsequent operations are
carried with 32-bit precision. We found that it is sufficient to This method has excellent differential linearity at the
add the random bits only on two outer channels. points midway between two strips because the position is still

We can use eq. (2) to estimate the degradation of g‘%rectly determined even if the location of the central

spatial resolution due to quantization of the signals and ?r:mel 1; n;scc;mpute_zd. Htowgver, as ﬂ;e af{:_tual dIStI’I:)utIO?
addition of the random non-significant bits: ot the cathode charge 15 not a -aussian function, a systematic

error between the true position and the center of the Gaussian
0. =2K iiw (3) function appears at points near the middle of the strip.

m 8
V122 This method is best suited for a narrower charge
In equation (3) we have supposed that mean total charg@liggributiop_qver the cathodes (for example with cc_apacitive
channel sum) is equal to the full scale output of one channelclagrge division [12] or with zigzag cathodes) since the
in Fig. 6. Thus, for a detector with = 5 mm andK, = 2, the Gaussian function is then a closer approximation of the true
position degradation is typically a negligible value of i@ distribution of the cathode charge. The fackqr used in
(rms). equation (2) is for this method equal to 1.89 [8].

In our system, the pseudo-random numbers used for thisThe implementation of eq. (5) calls for the use of a
technique are created by extraction of different bit-zones fromflg@ting-point  processor. When using the fixed-point
internal counter register. As these operations are execute@rpcessor ‘C6201, it is necessary to implement the
parallel with the main course of the centroid-finding progralgarithmic function as a look-up table using the DSP
(using available ‘C6201 resources), the procedure does not digi@rnal data memory (accessible in one clock cycle) in order

down the counting rate. to avoid severe delays in program execution. The restricted
memory space limits the random bit addition to 5 bits (the In-
Centroid-Finding Algorithm table is accessed directly with a 13-bit word formed by 8 bits

of the ADC value and 5 random bits). To avoid severe

For this system, we have considered only algorithms fof,5ntization effects, the 32-bit values in the table correspond
centroid computation that use the charge information fr 1Glh(address)

only 3 adjacent cathode strips (in order to contain all the ] ) ) _ ) )
necessary information for one event in 32-bits of data). The execution time, including all test histograms, is 104
clock cycles.

A. Center-of-gravity algorithm on 3 strips

C. Look-up table
Let the charge collected on the central chamnbé Q,,

and the charges to the left and to the rightQeand Q.. _ With this technique, the position is given by_a simple 24-
The position is then given by [5]: bit address access to an ex_ternal memory using the 3_ADC
values as the address. This memory has been previously

X:kW+WMC3 (4) loaded with results for all the possible ADC data resulting
Q1 +Q +Qy from an event. Processing of three 8-bit ADC values requires

16 Mbytes of memory. For the ‘C6201 processor, a single
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access to the on-board dynamic memory takes only 7 — 42The response of the 4D cnf detector to uniform
clock cycles (depending on the address used to accessilthmination by 5.4 keV X-rays is presented in the Fig.7. The
look-up table), significantly faster than any calculation. Aenter-of-gravity algorithm creates differential non-linearity
uniformly illuminated detector requires on average nearly #Poblems between two channels (if the charge on 2 channels
clock cycles per access and illumination with a single almost equal, the choice of the central channel changes
collimated beam will be closer to 7 cycles per access. discretely the calculated position). This picture also shows a

Any function can be realized without compromising thamall residue of the systematic ADC quantization error in the

speed of the data acquisitidmwever, it is not clear how to C€Nter of strip (less that2%).
reduce the ADC quantization effects with a look-up table. 160000

140000 +

V. COUNTING RATE EFFECTS 120000 1

100000 +

Generally, the readout electronics adds a common dead
time associated with the length of the delay line for delay
line position sensing, or, anode signal processing time for o000y
systems using the anode signal to trigger the charge — @7

count

80000 T

measurement on the cathodes. 20000
The presented system has no global (common) dead time R o 828832588
. . - - . . - 4 4 N N N M m < < 0O L W © © ~ N~ N~ ©
and the local dead-time, important for “pileup” rejection, is position (0.0534 mpixel)

applied only locally for 16 samples (bipolar signal support - L

time of 1pus is shown in Fig. 2). This local dead time is als@lgure £ Un'fo.rm lllum_lnatlon response @Dent detector).
. . . - enter-of-gravity algorithm.

comparable to the evacuation of the positive ions in this

detector. The position/resolution measurement using thel1€nf

Since the digital central channel finding electronicdetector is given in Fig.8. A beam of X-rays collimated to 25
imposes no common dead time and is capable of storing pne was moved in steps of 1 mm. The position resolution of
event into the FIFO each clock cycle (20 MHz rate) the onty = 43 u has been measured with anode charge of 0.25 pC
global limitation on the counting rate is given by théanode bias voltage = 1540 V, for this detector, the induced
algorithm executed by the digital signal processor. By usigparge on 3 cathode strips is around 40% of the total anode
the ‘C6201 processor, every algorithm on 3 charge samptéarge). For a total anode charge of 0.15 pC, (anode bias
can be realized in less tharug4, which gives a counting ratevoltage = 1486 V) the resolution measured in the center of a
per segment in excess of Hyents/sec. cathode is 44um. As both results are close to the intrinsic

limit of the gas, we can estimate that the electronic noise
VI. TEST RESULTS does not contribute significantly to the overall resolution.

30000

We present test results of the prototype electronics with a 1 mm 0,=43um
standard 181 mnf proportional detector (cathode pitch 2.67 2000 « > \
mm, anode - cathode gap 3.3 mm [10]) and with the curved 20w+
proportional detector [1].

15000 T

count

Although the signal from the anode is not processed, Fig.
6 shows that the free-running ADC approach has little impact
on energy resolution and it is possible to obtain excellent
energy spectra simply by digital addition of 3 cathode 0
charges.

10000 T

5000 T

position (0.0534 mnvpixel)

3000

Figure 8: Beam irradiation (distance 1 mm)passe (181 cnf
detector, anode charge 0.25 pC). Center-of-gravity algorithm.

2500 T

2000 T
15001 Fig. 8 also illustrates the effect of the DNL (from the Fig.
7) on the precision of the measurement. This is most visible
on the 3 peak from the left.

count

1000 +

500 T

Using an independer@, factor for each central channel
can solve the problem, but this can be impractical.

0
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focipEabes For the experiments where this type of “double-peaks” is

Figure 6: Cathode charge histogramx1@nf detector). not acceptable, the Gaussian fit method can be used.
The position/resolution measurement using the Gaussian



815

fit algorithm is presented on the Fig. 9. It confirms that theondition for good position resolution (Fig. 14).
method does not create “double peaks” at the connection

300000

two channels, but indicates clearly an irregular distanc
between different peaks. 250000
30000 200000
1mm 4 =
25000 P —— Oxl_44um o, = 53um

count
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20000 T

100000 +

15000

count
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888 666 583 < ® Figure 11: Uniform irradiation localization response (curved
positon (0.0534 mmpixe) proportional detector). Center-of-gravity algorithm.
Figure 9: Beam irradiation response X10nf proportional detector, 35000
anode charge 0.25 pC). Gaussian fit algorithm. 30000 |-

25000 T

The uniform illumination response (UIR) of thexl0cnt
detector, measured with the Gaussian algorithm (Fig. 10), is
consistent with the observed peak-shift in the positions
measured in Fig.9+(15% or £400 pym). Since the peak 100
displacement is systematic, and does not fluctuate with time,  sco
it can be corrected via post-processing, with an image 0
treatment applied to the accumulated histogram.

20000 +

count

15000 T

position (0.1 mm/pixels)
100000

Figure 12: Beam irradiation response for curved proportional
detector (anode charge 0.2 pC). Center-of-gravity algorithm.
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Figure 10: Uniform illumination remnse (181 cnf detector). 8 R8ILDISESEETE S
Gaussian fit. position (0.1 mm/pixel)
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Figure 13: Uniform irradiation localization response (curved

The UIR for the curved proportional detector using th@oportional detector). Gaussian fit.
center-of-gravity algorithm is presented in Fig. 11. The DNL 40000
is clearly affected by the choice of the central channel.  sso0
Nevertheless, as is shown in Fig. 12, position measuremeni  swo

0,=61p

of a collimated beam shows a resolution of |58 in the _ 25000 |
center of the readout channel and @ near the inter- g 20000 1
channel connection. 15000 |

10000 T

This measurement was performed with total anode charge

of 0.2 pC (anode bias voltage = 2400 V, anode charge was O P
measured with Jus delay line shaping). The total charge °'§ 2558393582888 % %
)

5000 T

© © © © ©

collected on 3 cathode strips, with 250 ns peaking time position (0.1 mmipixels

bipolar shaping (Fig. 2), was for this measurement 0.11 pCrigure 14: Beam irradiation (distance 1 mm) response for
The UIR of the curved detector using the Gaussian ¢irved proportional detector (anode charge 0.2 pC). Gaussian fit.

(Fig. 13) shows important systematic errors (which can be . .

corrected for each detector) and also the main benefit of the !N degradation of the resolution of the peaks away from

method: no sharp discontinuities on the UIR, a favoradfe® center of the graphs in Fig. 12 and 14 are the result of
parallax errors caused by the parallel translation of the
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collimated beam across curved blade (radius 25 cm, drift minimum ionising particles using the cathode-induced
depth 2 cm) during the test. charge center-of-gravity read-oufluclear Instruments
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APPENDIX

To estimate the effect of using free-running ADC’s on th%]
peak sampling error of the bipolar shaping pulses, we wou optimale pour Iélectronique de localisation des

like to know the sampling errog, density functionf,(e). particules avec des détecteurs a gatiesis University
Note that for a sampling period di, the furthest a peak Paris X| Orsay, 1997.

sample can be from the true peaktiy/2 and is uniformly ., ) ) )
distributed over that interval. In the neighborhood of its pedd V- Radeka, * Low-noise techniques in detectorsinual

time, t, the normalized shaper pulsgt) is very well Review of Nuclear Sciencg8, pp. 211 - 277, 1988.
approximated by : [10] R.A. Boie et al., "High resolution X-ray gas proportional
p®) = q(t) = 1—K(t-tp)2 (A1) detec_tors WItf:ll delay line position sensing for high
counting rates"Nuclear Instruments and Methqd201,
for smallt. pp. 93-115, 1982.

We selecK in eq. (Al) to minimize the MSE af(t) over

i AL A [11] E. Gatti et al., "Optimum geometry for strip cathodes or
the interval £ T/2 by finding the value oK that satisfies the

grids in MWPC for avalanche localisation along the

€q. anode wires"Nuclear Instruments and Methqdsl63,
d W% oo dt= 0 pp. 83-92, 1979.
d_KJt.p—%s(p() a(®) B (A2) [12] G.C. Smith, J. Ficher and V. Radeka: “Capacitive

i ) charge division in centroid finding cathode readouts in
Closed form solutions of (A2) are obtainable for most \nvpcs” IEEE Transactions on Nuclear Scienagol.
shapersK is a function ofT,, but varies little fofT, values of 35 No.1 'pp. 409-413. 1988.

interest, and we may consid€rto be a constant. In the worst o - )
case,K=9.61L0" for this shaper. We may now estimate thé-3] A. Papoulis, Probm?blhty, Random Variables, and
sampling error density function using the approximation, Stochastic Processes”,8d.,McGraw-Hill Inc.,1991

q(t), of the shaper pulggt). [13]

1T, 1

A T-Ke

This density function in eq. (A3) can then be used to find
any sampling error statistic of interest.

f.(e)=2 eD[—% ,0) (A3)
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