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Abstract

Design and construction details are presented of a four-layer, position sensitive, cathode strip chamber and a low cost, highly
multiplexed readout system based on monolithic circuit technology that are well suited for a muon detector at future hadron
colliders. Track location is determined by interpolation of the cathode induced charge, using a new design with intermediate
strips between readout nodes to reduce the number of channels and improve position resolution and linearity. Results are
reported from tests with an **Fe source and a 300 GeV/c muon beam in RD5 at CERN. The beam test demonstrated position
resolution of 40 um per layer which is less than 1% of the readout pitch. The timing resolution for the entire four-layer

detector was 3.6 ns r.m.s. which is adequate for fully efficient beam crossing identification in an LHC experiment.

1. Introduction

The precision position measurement obtainable with
Cathode Strip Chambers (CSC) has been demonstrated in
Refs. [1-10]. The widespread use of this technique was
limited by the large channel count of analog electronics
required to provide induced charge measurement on each
strip with a 1% precision. This is no longer a limiting factor
due to recent developments in custom monolithic tech-
nology and high speed signal digitization [11]. The CSC
technology has a number of advantages over drift cham-
ber technology. The two most important are the ease of
achieving performance stability and the inherent mechanical
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precision. CSC performance stability is determined by the
stability of the readout electronics, which, via calibration, is
much easier to monitor than drift velocity, a parameter that
is critical to the performance stability of drift chambers.
The high mechanical precision is easily achieved because
the position sensing cathode strips are produced lithograph-
ically. These two benefits are essential for the large muon
systems of future collider experiments.

This paper presents beam test results for the interpolat-
ing CSC prototype, which has been developed in the frame-
work of the R&D program for the GEM detector muon sys-
tem [12]. All results presented are obtained with a low cost
highly multiplexed readout system based on an existing cus-
tom integrated circuit.
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Fig. 1. A two-layer module of the Cathode Strip Chamber.

2. Cathode Strip Chamber
2.1. CSC design

One of the prototyping goals was to test materials suit-
able for the full scale CSCs for the muon system for future
hadron colliders. The CSC design, shown in Fig. 1, uses low
mass construction. The detector was built as two two-layer
modules. The two layers are formed by three flat, rigid pan-
els, each made of a 23 mm thick sheet of nomex honeycomb
(hexcel) and two 1.19 mm thick copper-clad FR4 laminates
(Fig. 1b), the 17 um thick copper forming the cathodes. The
panel frames are made of machined zelux (fiberglass rein-
forced lexan). They provide the 2.54 mm step for the anode
plane of gold-plated tungsten wires 30 um in diameter. The
frames of the outer panels have a milled cavity with enough
room for the epoxy beads for the wire attachment as well as
the anode blocking capacitors. A rubber gasket just outside
this cavity provides the gas seal for the assembly. In this
manner no components under high voltage are outside the
seal, thus minimizing the risk of high voltage breakdowns.
The sensitive area of this prototype is 45 x 36 cm?.

The position sensing cathode strips are lithographically
etched on either side of the central panel® . These cathodes
are precisely positioned with respect to each other with the
aid of locating pins. The strips are oriented at 90° with re-
spect to the anode wires, providing precision position mea-
surement in the direction along the anode wires. The outer
cathodes in each layer are continuous (un-etched) copper
planes.

On one of the continuous cathodes, four windows of ap-
proximately 4 x 3 cm?® were cut out. Four collimators made
of 0.63 mm half-hard brass shim stock were placed in these
windows. Each collimator has 25 precision slits 100 pum
wide, 1.5 cm long cut every 1/5 of the readout pitch. A
thin layer of mylar glued on the back side of the collimators

5 For large 2.5 x 1 m? industrially produced panels the precision of the
cathode strips etched by this technique was measured to be o < 15um

guarantees the integrity of the gas volume. Corresponding
windows were opened on the outside skin of this panel to
allow penetration of the soft X-rays from an *Fe source.

The CSCs are Muitiwire Proportional Chambers with a
symmetric cell in which the anode-cathode spacing, d, is
equal to the anode wire pitch, S, which is 2.54 mm (Fig. 2).
The cathode readout pitch, W, is 5.08 mm. (This is true for
3/4 of the area of the chambers. For the remaining the pitch
was increased to 7.00 mm.)

The cathode readout pitch value is in large part determined
by the maximum number of readout channels that can be
implemented. If the cathodes were designed with one strip
per readout node, then the cathode strip pitch, W;, would be
equal to W. The ratio W;/d would be 2, resulting in signif-
icant (> 50%) position encoding differential non-linearity
because the FWHM of the cathode induced charge is only
about 1.5d. It has been shown [13] that minimal differen-
tial non-linearity (= 1%) is achieved when W;/d < 0.8.
Such a condition would require an unacceptably large num-
ber of readout channels in this detector. However, with W =
5.08 mm, a low non-linearity can be achieved by using in-
termediate strips between readout nodes, which are capaci-
tively coupled to adjacent readout strips [ 14,15] and which
provide increased charge sampling frequency. We used an
arrangement with two intermediate strips which is shown in
Fig. 3a, along with the equivalent electrical circuit in Fig. 3b.
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Fig. 2. Schematic diagram of the Cathode Strip Chamber. In our chamber

the anode-cathode spacing, d = 2.54 mm, the wire pitch, § = 2.54 mm,
and the readout pitch, W = 5.08 mm.
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Fig. 3. (a) The optimized widths ot the readout and intermediate strips.
(b) The equivalent circuit showing the principle of capacitive interpolation
using the two intermediate strips.

Optimal capacitive coupling requires that the interstrip ca-
pacitance, C, be much larger than the capacitance of a strip
to ground, C»; for the present design of CSCs, C,/C; =~ 10.

Since preamplifier noise is dominated by input capaci-
tance (on detectors of this size), an additional advantage
from the use of two intermediate strips is a reduction by
a factor normally between two and three of the inter-node
capacitance.

Further optimization of the linearity can be accomplished
by making the width of the intermediate strip slightly larger
than that of the readout strips [16]. In this concept, we de-
fine a width factor, wy, which is the ratio of the readout strip
width to that which exists when all strips have equal width.
The calculated differential non-linearity of the position read-
out vs wy, for the geometry of the present detector, is shown
in Fig. 4. Preliminary tests on a smaller detector [16] have
verified that experimentally measured values of differential
non-linearity follow closely the predicted trend of the calcu-
lation for a specific C,/C; ratio. The optimum width factor
in this case is 0.78, yielding intermediate strips and readout
strips of width 1.88 and 1.32 mm, respectively. Because a
finite gap (0.25 mm in this case) must exist between the
edges of each strip, the actual strip dimensions are as shown
in Fig. 3a.

It is necessary to provide a high resistance path to ground
to maintain the intermediate strips at the proper DC poten-
tial. A thin strip of resistive epoxy (conductivity 6 MQ per
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Fig. 4. Calculated differential non-linearity vs width factor for a
two-intermediate strip cathode in which Cy/C; = 10. The optimum width
factor is 0.78.

square) was silk screened on the tips of the strips at the end
of the cathode opposite to the amplifiers.

2.2. Gas amplification and gain uniformity

Gas gain uniformity of the detector is an important cham-
ber property characterizing chamber performance stability.
For studies of the gain uniformity across the entire active
area using X-rays, it is necessary to employ a far more pene-
trating energy than that of the 6 keV line from *Fe, because
the latter is not transmitted through the outer panels of the
two-layer module (except for the four small cut-outs men-
tioned in the last section). We found a particularly success-
ful method by using the 60 keV X-ray line from an 2*' Am
source. Although this energetic photon produces a wide am-
plitude spectrum of its own that is difficult to measure, it
also induces 8 keV fluorescence emission from the copper
cathodes; this produces a distinctive energy peak in the an-
ode and cathode signal spectra, which allows gas gain mea-
surements over the entire chamber area. All gain values are
contained within £20% indicating that the cathode peak to
peak variation from the perfect flatness was not more than
=~ 75 pm.

The absolute gas gain was measured using the *°Fe source
illuminating the chamber through one of the four collima-
tors. Both the cathode strips and the anode wires were used
in independent measurements. In order to measure the an-
ode charge a multichannel analyzer (QVT) was attached to
the output of one of the wire channels. To obtain the total
charge from the cathodes, the node with the largest pulse
height and the amplitudes of its four nearest neighbors were
added. Consistent results were obtained with both methods.
In both cases the fraction of the charge integrated during the
shaping time was taken into account in order to estimate the
true gain.
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Fig. 6. Block diagram of the cathode readout.

2.3. Operating gas

There are three basic requirements that need to be met
by a chamber gas suitable for CSC-based muon detectors at
future hadron colliders. These are:

- High drift velocity (> 60 um/ns)

- Low (< 10°) Lorentz angle

- Non-flammable
Such a gas has been identified and used in our tests. The
composition of the gas is 30%Ar+50%CO;+20%CF,. Drift

velocity and Lorentz angle dependence on electric and mag-
netic fields for this mixture are shown in Fig. 5 [17]. To
study the effects of the CF4 in the mixture we also have done
some measurements with an 80%Ar+20%CO: gas mixture.

2.4. Electronic readout

2.4.1. Cathode strip readout
The ultimate position resolution of the CSCs depends on
physical processes in the gas. However, electronic noise can
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Fig. 7. (a) A typical calibration curve. (b) The difference between expected and measured charge just after the calibration (shaded histogram) and one day

after the calibration (open histogram).

degrade the resolution if the overall signal-to-noise ratio
becomes too low. Note that one cannot arbitrarily increase
the gas amplification in order to compensate for poor noise
performance. It has been shown [18] that for most gases
the resolution degrades for anode charge larger than = 2 pC
due, primarily, to photon mediated avalanche fluctuations.

We have designed a readout system (Fig. 6) which fea-
tures a 16-channel monolithic shaping amplifier with mul-
tiplexed output. This CMOS integrated circuit (AMPLEX)
was designed at CERN for use with silicon detectors with
less than 10 pF capacitance [11]. Hence, the slope of the
equivalent noise charge as a function of input capacitance
is high (> 35 electrons/pF, depending on amplifier bias
current). To obtain adequate noise performance with CSCs
we introduced a low noise, high performance, hybrid charge
sensitive preamplifier in front of each AMPLEX channel.
Each preamplifier in a three channel hybrid circuit has a
JFET front end (Interfet NJ132L) optimized for an input
electrode capacitance range of 50-150 pF corresponding to
cathode strip lengths of 1-3 m. The feedback capacitor C; is
5 pF and the feedback resistor is 50 MQ so that it contributes
negligible parallel noise even for long shaping times. The
hybrid preamplifier is coupled to the AMPLEX by a 1.35 pF
capacitor (C.), which allows the AMPLEX amplifier to op-
erate with an effective input capacitive load of only 1.35 pF,
close to its optimum. A single transistor inverter matches the
polarities of the two amplifiers and provides an additional
gain of 3-4 to compensate for the gain loss due to C./C;.

Although the monolithic AMPLEX still dominates the
electronic noise, the noise slope as a function of input capac-
itance is now determined by the hybrid and is only 7 elec-
trons/pF for the shaping time of 550 ns.

The multiplexed outputs from all AMPLEX chips are
buffered and sent to an on-board unity gain buffer. A total
of 4096 channels may be read by a single CAMAC module
which digitizes the analog signals with a 10-bit flash ADC

and stores the information in a memory [19]. It results in
a compact, low cost readout system with a small number of
cables. This immensely facilitates the task of shielding the
modules against electromagnetic interference as well as con-
trolling ground loops, the bane of precision measurements
in large systems.

2.4.2. Calibration of the cathode readout system
Knowledge of the relative electronic gains in neighboring
channels at the < 1% level is necessary to achieve good po-
sition resolution of < 50 um. Precision calibration capaci-
tors of 0.7 pF were built into the multilayer readout printed
circuit board. Every fourth capacitor was connected to the
same calibration line which was terminated into 50 Q. The
resulting four calibration lines were fed by the same preci-
sion pulser, one at a time via a computer controlled wide-
band router. The amplitude of the precision pulser as well
as its trigger were also computer controlled. At regular in-
tervals, approximately daily, calibration data were taken by
stepping the pulser amplitude through 30 values spanning
the whole dynamic range in use. A few hundred events were
accumulated for every pulser value and the mean values and
r.m.s. deviations calculated for all channels. A polynomial
was then fit to these values. This was necessary because,
in order to achieve as much dynamic range as possible, we
used the AMPLEX chip in a region well beyond its linear
range. The fit coefficients were then used in the data anal-
ysis in order to calculate the induced charge. Fig. 7a shows
a typical calibration curve. In order to check this calibra-
tion procedure a known pulse was injected in all channels.
The difference between expected and measured charge is
shown in Fig. 7b demonstrating calibration accuracy better
than 0.1% just after the calibration. The accuracy slightly
degraded one day after the calibration (Fig. 7b). To account
for differences in calibration capacitances and channel to
channel cross-talk during the common calibration procedure
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described above, corrections were measured for each chan-
nel by comparing the common and the individual calibra-
tion. The individual calibration (which only has to be per-
formed once) was done using the same capacitor for each
channel and the calibration signal was applied to one chan-
nel at a time. The application of these two calibration pro-
cedures to determine the actual charge on each cathode strip
is discussed in Section 5, below.

The AMPLEX integrated circuit utilizes a track-and-hold
technique to measure the signal amplitude: all 16 input chan-
nels are held, then sequentially multiplexed onto the output
line. The track-and-hold timing is very important for a pre-
cision charge measurement. If the delays used for the track-
and-hold signals in calibration and in a particle trigger are
different, the channel-to-channel variations in shaping time
would degrade the charge measurement precision. The de-
pendence of the calibration error on the time difference is
shown in Fig. 8. The calibration error is determined as the
r.m.s. of the variation distribution (Fig. 7b). The calibra-
tion error is minimal when the track-and-hold delays for
calibration and for particle trigger are equal (Ageay = 0).
To limit calibration errors below 0.5% the difference in de-
lays should be within £20 ns, which can easily be achieved.

2.4.3. Anode readout

The anode readout is Jess demanding in spite of the fact
that fast shaping is required (30 ns) in order to provide trig-
gerinformation and bunch crossing tagging. The anode wires
were connected in groups of 20 providing 5 cm wide ho-
doscope elements. We used a bipolar, grounded-base ampli-
fier (BNL Instrumentation Division, [0-354-2) and a 30 ns
shaping amplifier (BNL Instrumentation Division, I0-638-
01). These are implemented in thin film hybrid technology
and are mounted on a printed circuit board on the detector.
They are followed by on-board discriminators which pro-
vide a fast OR for self-triggering. Thus the chamber is self-

sufficient, not requiring any additional detectors in order to
be tested with sources, cosmic rays, or particle beams. The
discriminator outputs were used for input into TDCs to ob-
tain additional information during the beam test.

3. Monte Carlo simulations

To optimize chamber performance and study the position
resolution dependence on a variety of factors, we developed
a chamber simulation program that takes into account the
following processes:

- Cluster production. (Position and size of primary ion-
ization clusters along the particle track).

- Diffusion.

é-electron range.

- Lorentz angle effect.

- Chamber geometry effects.

- Charge multiplication.

- Induced charge distribution on cathode.

- Anode screening (the dependence of induced charge
on avalanche location w.r.t. the segmented cathode).

- Readout electronics noise.

- Calibration uncertainties (all uncertainties due to the
calibration procedure, cross-talk correction, etc.).

The cluster position along the particle track was simu-
lated according to a Poisson distribution. The particle en-
ergy loss in the gas was simulated using a method that takes
into account detector media atomic levels based on pho-
toabsorption cross sections [20]. Based on this energy loss,
the number of electrons in a cluster was simulated accord-
ing to a binomial distribution [21]. For each electron pro-
duced, a process of multiplication in a strong electric field
near the anode was simulated according to a Polya distribu-
tion [22]. To obtain the cathode induced charge distribution
we used an approximation as described by Mathieson and
Gordon [23]. The same strip geometry as in the real cham-
ber - two adjacent interpolating strips for each readout strip
- was used in simulation. Electronic noise and calibration
uncertainties were simulated according to Gaussian distribu-
tions. Noise contribution was added to a strip charge, which
was then multiplied by a calibration uncertainty. The value
of the electronic noise used was the same as measured dur-
ing beam test data taking.

The Monte Carlo results and comparison with the data
are described below in Section 6.

4. Test setup

During September 1993, the CSC was tested at the RDS
experiment at CERN [24]. Fig. 9a shows the CSC setup
during the test. Most of the runs used a 300 GeV/c muon
beam. Beam divergence due to multiple scattering (in the
RD5 magnet) at this momentum was limited to 2 mrad.
The illuminated area of the chamber was determined by the
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RD5 trigger counters. Some dedicated runs have a comb
counter in the trigger. The comb counter consists of alternate
layers of 1.0 mm plastic and 0.1 mm scintillator (Fig. 9a).
When this counter was included in the trigger, only particles
coming through the scintillator were selected. Thus, one is
selecting from the beam slices of 0.1 mm width with a known
1.1 mm pitch. These data provide the absolute spatial scale
and were used to check the measured position non-linearity
inherent in any position determination algorithm based on
charge distribution in adjacent strips. A micrometer mount
enabled a precision shift of the comb counter position to scan
for non-linearity with fine steps. The CSC was installed on a
rotating table, allowing @ angle variation. Anode wires were
vertical and cathode strips were horizontal. The ¢ angle was
changed by tilting the table. The upstream magnet was used
to scan the beam over the chamber, for a global position
resolution study. The readout shown schematically in Fig. 6
was incorporated in the RDS Data Acquisition System,

The test setup during the *Fe X-ray measurements is
shown on Fig. 9b. X-rays reached the CSC through a preci-
sion slit collimator and thus have known position and spread.
This is needed for position non-linearity studies. For the X-
ray measurements a stand-alone Macintosh based DAQ sys-
tem was used.

5. Data analysis
5.1. Charge measurement

As we mentioned above the CSCs position resolution is
directly related to the accuracy of the cathode strip induced
charge measurement. The actual charge of each strip was
determined from the measured Flash ADC (FADC) value
using the following procedure:

5.1.1. Pedestal subtraction

Pedestal values for each readout channel were determined
from the most recent calibration run. Empty events in every
run were used to monitor any pedestal shifts, common to
all channels, since the last calibration. (Due to the large

scattering angle of triggered muons about 5% of events were
empty in most runs.) Channel-to-channel pedestal variations
since last calibration were small and could be ignored.

Pedestal subtracted FADC values were calculated by sub-
tracting the pedestals obtained from calibration and cor-
rected for the common pedestal shift.

5.1.2. Calibration

During the run, the channel calibration (described in Sec-
tion 2.4.2) was done once a day. We refer to that as the com-
mon calibration. The common calibration is easy to imple-
ment and it takes less time to calibrate all the channels since
one fourth of the channels are calibrated simultaneously.
But it suffers from some drawbacks, e.g., the calibration ca-
pacitors used have a ~ 1% variation, affecting the charge
measurement accuracy. To account for these, we measured
ratios between the common and the individual calibration -
a more tedious procedure where only one channel is cali-
brated at a time and the same capacitor is used to calibrate
all channels. As already mentioned this individual calibra-
tion only had to be done once.

A strip charge was obtained from the pedestal sub-
tracted FADC value by applying the common calibration
polynomial, then correcting this result using the measured
individual-to-common calibration ratios.

5.1.3. Cross-talk correction

There is a cross-talk between AMPLEX channels — the
signal in one channel induces a =~ 1.5% signal of opposite
polarity in all other channels of the same AMPLEX [11].To
achieve a high precision charge measurement it is necessary
to account for this effect. Cross-talk values were determined
from experimental data by calculating ratios of (negative)
charges in strips far away from the charge cluster to the total
cluster charge. (A distance of more than four channels from
the charge cluster maximum was required. )

Our final measured charge for a strip was obtained by
applying this cross-talk correction from all the other adjacent
strips in a cluster to the charge determined at the intermediate
step 5.1.2.
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5.2. Position determination

To determine the track or the X-ray position we used two
algorithms:
- The five node center-of-gravity algorithm (c.0.g.)
- The ratio algorithm, similar to one described in
Refs. [7,9].
The ratio algorithm uses three variables — the maximum
charge, Omax, and the charges in strips adjacent to the max-
imum, Qiere and QOrign. For each measurement the variable

a = arc{an(Qmax - Qlefl)/(Qmax - Q:‘ighl)

was calculated. There is a unique x— a relationship, shown in
Fig. 10. We use the c.0.g. algorithm to determine the x value
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Fig. 11. Position resolution dependence on the total anode charge, calculated
by Monte Carlo method. The solid lines are for the center of gravity
algorithm, dashed lines are for the ratio method. Numbers at the curves
correspond to the calibration uncertainty in percent. An arrow shows the
anode charge of 1.15 pC - our operating point in most of the runs described
in the text.

for each bin in a. Since there are only three nodes involved
in the ratio method one can expect less noise contribution to
the position resolution than in a five strip c.0.g. method. But,
according to our Monte Carlo studies, the ratio algorithm is
more sensitive to calibration uncertainties and for large gas
amplification values both methods provide practically the
same resolution (Fig. 11).

6. Results
6.1. Fe measurements

Fig. 12 shows the pulse height spectrum obtained with
a ¥Fe source. The spectrum width and asymmetric shape
are due to two factors. First, the charge is measured on
one cathode plane only and the induced charge distribution
depends on whether the X-ray is absorbed between the anode
and readout cathode strip or between the anode and the non-
segmented cathode [8]. Second, the presence of CF. in the
gas mixture results in capture of drift electrons, especially
in the high field around the anode wires [25,26].

Fig. 13 presents the X-ray position spectrum. The multiple
peaks in the position spectrum are caused by the collimator
shown in Fig. 9b. A Gaussian fit was used to determine
each peak position and width. A 1% parallax correction
due to the geometrical divergence (Fig. 9b) was taken into
account in the analysis. The collimator slit pitch is known
with high precision, which enables us to relate measured
peak positions to true positions.

Fig. 14 compares measured and calculated charge col-
lected on one readout strip versus the distance between the
strip center and the avalanche position. The measured depen-
dence exhibits significant tails. For the c.0.g. algorithm this
results in a systematic shift in measured positions (Fig. 15a),
because five strips do not contain all the charge. To deter-
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Fig. 12. The amplitude spectrum of a 55Fe source (measured with the gas
mixture of 30%Ar+50%C0,+20%CF,).
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mine the position correctly this non-linearity must be taken
into account (Fig. 15b).

Fig. 16a shows the peak width dependence on the peak
number. Beam divergence produces a geometrical spread,
due to the nonzero projection of X-rays on the anode wire
(Fig. 9b). The experimental data were fit with the function
oi = \/o+ (oy|i — ic|)?, where o is the width of the
distribution at the vertical incidence point i; and o|i —
ic| is the width due to beam divergence. The value of o
resulting from the fit is, in turn, the result of a convolution of
a 100 um wide uniform distribution (due to the collimator
slit width) with the chamber resolution function presumed
to be Gaussian. Fig. 16b shows the relationship between the
width of the composite distribution, o, and the width of the
convoluting Gaussian, o.
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Fig. 14. Comparison of measured (histogram) and calculated (line) charge

collected on one readout strip versus the distance between the strip center
and the avalanche position.
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Fig. 15. The difference between true and measured slit positions: (a) vs.
slit position, (b) vs. the slit position within a strip. The linear fit shown
in (b) was used to correct the track position for non-linearity.

Fig. 17 shows the dependence of the position resolution on
total anode charge. For 3 Fe X-rays the position resolution
is limited by the photoelectron range. The lines in Fig. 17
show the resolution dependence calculated using the Monte
Carlo simulation described in Section 3 with the addition of
the photoelectron range effect based on data from Ref. [18].
The difference in values of ¢ in Figs. 17a and 17b is due to
the different gas densities and, hence, the different ranges
of photoelectrons and Auger electrons.

The deviation of the measured resolution from calcu-
lations is in part due to the effect of the photon assisted
avalanche growth [18], which was not included in our
Monte Carlo simulations.

6.2. Particle beam measurements

Fig. 18 shows a hit distribution (beam profile), using the
center of the strip with the maximum charge deposition as
the hit position.

To select high energy muons the following selection cri-
teria were applied:

- The amplitude of the signal in the scintillating counter
Sgem (Fig. 9a) should be less than 200 ADC counts.
(To remove shower events.)

- The FADC value in the strip with maximum count
should be less than 800 counts. (To exclude the region
were calibration is done by extrapolation.)

- The total charge in a 5 strip cluster should be more
than 4.0 fC. (To remove empty events.)

Fig. 19 shows an amplitude distribution for the selected
events, demonstrating the Landau fluctuations of the de-
posited charge.

As we mentioned above, there is some non-linearity inher-
ent in the 5-strip ¢.0.g. algorithm because the induced charge
is not totally contained in five strips. This non-linearity
is clearly seen as dips at strip boundaries on the muon
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Fig. 17. The position resolution determined by the ratio method as a function of total anode charge measured for BFe X-rays. The line is from Monte Carlo
simulations. (a) For a gas mixture of 30%Ar+50%C0,+20%CF4. (b) For a gas mixture of 80%Ar+20%CO;.

beam profile distribution without correction (Fig. 20a). The
amount of charge on one strip for the muon data has the same
dependence on the distance to the avalanche as for the X-ray
data (Fig. 14). Therefore we used the same non-linearity
correction for the c.o.g. algorithm as above (Fig. 15b).
Data taken with the comb counter included in the trigger
was used to check for any non-linearity remaining after the
above correction. There are multiple peaks observed in the
muon position spectrum for dedicated comb counter runs
(Fig. 21a). These data were processedin a similar way as the
3Fe data (Fig. 13). Fig. 21b shows the dependence of the
difference between measured and true peak positions, Ax,
on the peak position, xiw. Note the absence of a systematic
non-linearity in Fig. 21¢ (without correction, positions are
systematically shifted up to a 100 um at the strip boundaries,
as in Fig. 15). Fig. 21d shows the dependence of Ax on Xiue

for the ratio algorithm. Fluctuations of Ax in Fig. 21d are
mostly due to remaining calibration uncertainties.

6.2.1. Position resolution

To determine the position resolution we used the resid-
uals of the expected and measured track positions. One of
the four layers was not included in the track determination
(test layer) . The other three layers determined the track pa-
rameters to calculate the expected position of the track in
the test layer. This procedure was applied for each layer.
The width of the residual distribution is determined by the
test layer resolution and by the uncertainty in the expected
track position added in quadrature. The ervor in the expected
track position was, in turn, determined by the resolution of
the other three layers. To determine the chamber resolution
per layer from the measured residual distributions we calcu-
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lated the scale factors using the setup geometry. Assuming
the same position resolution for all layers those factors are
0.627 for the outside layers and 0.778 for the inner layers.
Fig. 22a shows the scaled residual distributions for normal
particle incidence. One can see non-Gaussian tails, probably
related to d-electron production. To determine the width of
this distribution, o, we use two methods:

- o was determined from a fit to a Gaussian plus a con-

stant in a £30 range.

- o =FWHM/2.35.
Both methods produced the same values of o.

Several factors affect the track position measurement:
electronics noise, avalanche spread along the anode wire,
calibration errors, etc. Some of these factors degrade the lo-
cal resolution, others produce systematic local shifts in the
measured position, thus degrading the global resolution, de-
termined over a large chamber area. Fig. 22b shows residual
mean values sampled over 1/5 of the strip width (=~ 1 mm)

150011r[\1{|vx1|||r
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Fig. 19. Charge distribution for the selected events.
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Fig. 20. (a) The beam profile distribution for reconstructed tracks without
correction for non-linearity. (b) The same after corrections.

vs. track position. The spread of these mean values is a result
of all remaining charge measurement errors: calibration un-
certainties, imperfect cross-talk corrections, etc. The above
uncertainties would limit the single layer resolution to ~
27 pm even with a perfect intrinsic single layer resolution
and without any noise. This demonstrates the importance
of the calibration procedure for a precision track position
measurement. To estimate the influence of those factors, one
can compare the local resolution (defined as the resolution
for tracks within the same readout segment of 5 mm) and
the global resolution (for a large chamber area). Table 1
compares the local and global resolutions (averaged over all
four layers) for both algorithms for normal track incidence
(¢ = 0,6 = m/2). As expected, the ratio algorithm pro-
vides better resolution, especially for the local one. Fig. 23a
shows the scaled residual distribution (all four layers com-
bined) for normal particle incidence for a large chamber area
(Fig. 20b) demonstrating ogiobal = (39.65 1+ 0.24) um. For
comparison, Fig. 23b shows the scaled residual distribution
for the area of one strip (5.08 mm) in layer 4 where the best
local resolution of driecat = (27.25 +1.1) um was achieved.
All results presented below are based on the ratio algorithm
and for a large chamber area, unless otherwise stated.

One can study the electronic noise and the intrinsic cham-
ber contributions to the resolution by comparing resolutions
at different values of deposited charge. Fig. 24 shows the
resolution dependence on anode charge. To measure this de-
pendence we used runs with different values of chamber

Table 1
Local and global resolutions averaged over all four layers for a normal
muon incidence and average anode charge of 1.15 pC

Algorithm Flocal [pm] Tglobal [pm]
Five strip c.0.g. 414112 502403
Ratio method 289+06 39.74+0.2
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high voltage (Fig. 24a). For each run the Landau spectra
has been also divided into four bins, and we determine the
resolution for each bin (Fig. 24b). The lines in Fig. 24 cor-
respond to the Monte Carlo calculations using the measured
noise value of 2650¢ and assuming 1.5% calibration uncer-
tainty.

The angular dependence of the resolution was studied by
rotating the chamber with respect to the beam. In our ge-
ometry (Fig. 9) the resolution is more affected by the ¢
angle, since this angle determines the track projection on
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Fig. 22. (a) Scaled residual distribution for normal particle incidence for
a large area in layer 3. Positions were determined by the c.o.g. algorithm.
Fit to a Gaussian plus a constant shown by the solid line, corresponds to
o =504 um. (b) Mean values of (non-scaled) residual distributions vs.
track position in layer 3 for a c.0.g. algorithm.

the anode wire. Furthermore, the resolution is degraded by
fluctuations in the initial ionization cluster density on the
track, by fluctuations in the number of secondary electrons
in clusters, and by the electron multiplication near the an-
ode. The angular dependence is important because it often
dictates the chamber segmentation in ¢ for collider exper-
iments. Fig. 25 presents the resolution dependence on the
angle ¢ and the Monte Carlo calculations.
The resolution dependence on ¢ can be written as

o=\/o}+ (ag,tane)?,
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Fig. 23. Local and global resolutions determined by the ratio method for
normal particle incidence and average anode charge of 1,15 pC. (a) Scaled
residual distribution (all four layers combined) for a large chamber area.
(b) The best local resolution was achieved in layer 4.
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where o is the resolution for tracks with ¢ = 0 and o,
is the contribution to the resolution due to a non-zero track
projection on the anode. Our data provide o, = 0.66 mm,
which is not in good agreement with o, = 0.53 mm from the
Monte Carlo calculations shown by the solid line in Fig. 25.
Note that this Monte Carlo value agrees well with the value
o, = 0.50 mm derived from the data of Ref. [9] that were
rescaled to match our smaller anode gap.

As one can see, our measured o, is larger than the corre-
sponding Monte Carlo value. This is probably due to an elec-
tron capture process in CF;4 that is not included in the Monte
Carlo. According to Refs. [25,26], this gas exhibits a strong
electron capture property in the high electric field near the
anode wire. Because of this process, part of the initial clus-
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Fig. 25. The resolution dependence on ¢ angle. Solid line shows Monte
Carlo calculations without account of the electron capture process in CFy.
Dashed line shows Monte Carlo calculations using Byqc = 0.31 for the
probability that a primary electron is not captured.

ters may disappear, thus increasing the jonization density
fluctuations. In order to estimate the effect of electron cap-
ture, we compare the relative widths of the **Fe amplitude
spectra, § = FWHM/(2.35(Q) ). measured in gas mixtures
with and without CF4. The relative width, &, is the result
of the fluctuations of the number of electrons, 8 = 1/v/N,
and the chamber resolution itself, 8ch, added in quadrature:
8% = 82 + 8% Thus, for the two gas mixtures, with and
without CFy,

1 1

523!’4 - 82n0CF4 = m - E’

where 3 is the probability that a primary electron is not
captured. Using the measured values of 8cr, = 0.16 (for
the 30%Ar+50%C0;+20%CF, gas mixture, Fig. 17) and
Snocks = 0.12 (for the gas mixture of 80%Ar+20%CO,) we
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Fig. 26. The resolution dependence on @ angle. Monte Carlo calculation is
shown by the solid line.
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get

! ~ 0.3,

A= Ne(8%p, — Bcp) +1

where N. ~ 200 is the total number of the ionization elec-
trons produced in the *Fe X-ray absorption. This estimate
agrees well with the value of Bmc = 0.31, which makes
our Monte Carlo fit the data (dashed line in Fig. 25). After
taking this electron capture into account, the Monte Carlo
provides o, = 0.66 mm, as expected.

Our data on ¢ dependence also agree with a parameter-
ization developed by Rehak and Gatti [27], which relates
the width of the Landau distribution with the position reso-
lution for the inclined tracks:
o= 2L T

T V(e
Here h is the anode-cathode spacing, o and {(Qv) are the
r.m.s. and the mean charge of the Landau distribution. Our
observed value of oL/ (QL) = 0.44 provides o, = 0.64 mm.

The position resolution is less sensitive to the @ angle. It
improves with increasing @ because of the increased track
length, and, therefore, increased primary ionization, as can
be seen in Fig. 26.

The strip width dependence of the resolution was stud-
ied using the chamber area equipped with 7 mm pitch strips
(approximately 1/3 of the total area). For an anode charge
of 1.2 pC, the resolution of ¢ = 64.3 &= 0.5um was mea-
sured by the c.0.g. algorithm in the chamber area with 7 mm
pitch strips. The resolution calculated from Monte Carlo is
66.0 pm.

6.2.2. Time resolution
The time of the fast OR output from each layer was used
to study the trigger timing precision of the chambers. The
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200

Earliest arrival time (ns)

Fig. 27. The solid points represent the software OR of all four layers. The
Gaussian fit (solid curve) has a o = 3.6 ns. The histogram shows the same
distribution without software corrections, which has an r.m.s. deviation of
4.4 ns.

discriminators used were level triggered and so were sus-
ceptible to pulse-height slewing. This was corrected offline
by applying a correction factor to each fast OR based on a
third order polynomial fit to the experimental distribution of
the fast OR versus total charge in the layer. The stop time
for the TDCs was based on the RDS trigger pulse which had
a jitter of less than 1 ns. The time of arrival of the earliest
signal of all four layers is shown in Fig. 27. The distribution
has an r.m.s. deviation of 3.6 ns; thus, this trigger technique
can easily tag the bunch crossing at collider experiments
even with just a four layer superlayer. (The similar distribu-
tion without software correction has an r.m.s. deviation of
4.4 ns.)

One concern of using the earliest signal as the bunch cross
tag is the susceptibility of this method to random photon or
neutron hits spoiling the time measurement. The robustness
of the trigger can be improved by forming a coincidence
between the earliest arrival time, T3, and the second arrival
time, T>. The distribution of 7> — T} from our beam test has
more than 99% of the events within 12 ns.

7. Conclusions

Beam test results demonstrated the excellent position res-
olution of the cathode strip chambers with two intermediate
strips between readout nodes. For normal track incidence,
the resolution is better than 40 um for the 5 mm readout
strip pitch. This is in agreement with our Monte Carlo simu-
lations for given gas amplification and noise level. The ma-
jor factors limiting the resolution (for normal incidence) are
the calibration and cross-talk correction uncertainties. Thus
one can expect improvement in the position resolution with
improved readout electronics and calibration procedures.

For inclined tracks the CSC resolution is mostly deter-
mined by the track projection on the anode wire. This factor
would determine the number of sectors in a muon detection
system for collider experiments by limiting the maximum
angle of incidence for each chamber.

An important advantage of the CSC technology is the flex-
ibility in choosing the cathode pattern. This provides an ele-
gant way to utilize the symmetry relevant to the experiment
~ the cost of lithographically produced cathodes would be
practically the same for linear, projective, circular or other
strip patterns.

Another CSC technology advantage is the good time res-
olution. This provides the possibility of CSC use for the
trigger and to tag the bunch crossing in collider experiments.

An important question is the CSC performance in a mag-
netic field. Lorentz angle drift can degrade the resolution.
We used a high CO; content in our gas mixture to reduce
the Lorentz angle effect. We have recently tested the CSC
performance in a magnetic field and are planning to publish
results in the near future.
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