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Abstract

A continuous reset system for the discharge of the feedback capacitance of integrated charge preamplifiers is presented.
The system, based on the use of a FET operating in the saturation region, is self-adaptable with respect to a wide range of
detector leakage currents. A circuit which provides compensation of the signal from the charge amplifier is also proposed.
The noise analysis, which takes into account both the stationary and non-stationary noise contributions and the effect of
the rate, shows that the system, when carefully designed, can offer good signal/noise performance for applications in y-ray
and high-energy X-ray spectroscopy. Practical layout considerations are also made. © 1999 Elsevier Science B.V. All

rights reserved.
PACS: 29
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1. Introduction

In an ionizing radiation detection system, the
charge released by a radiation detector after each
ionizing event is usually collected by a charge am-
plifier, which provides the signal integration and
the first amplification through the feedback
capacitance. When a series of charge pulses is re-
leased by the detector, the total charge accumu-
lated by the feedback capacitance may lead to the
amplifier saturation. Target of a reset system is the

*Corresponding author. Tel.: + 1 516 344 5336; fax: + 1 516
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discharge of the feedback capacitance in order to
avoid the amplifier saturation, without degrading
the noise and linearity performances of the overall
system. In the ever more frequent case of a large
number of detection channels dc-coupled to the
integrated front-end electronics, the reset system
should also supply the detector leakage current,
which is subject to wide changes due to thermal
effects, degradation and spreading in the techno-
logy dependent parameters. The classical solution
based on the use of a simple resistor in parallel to
the feedback capacitance becomes in most cases
impracticable. As a consequence, continuous and
switched integrated reset systems based on active
devices have been proposed [1-12].

0168-9002/99/8 — see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Aim of this work is the theoretical analysis of
a simple continuous reset system, based on the use
of a single p-channel MOSFET operating in the
saturation region. The analysis is carried out in
view of an integrated front-end electronics for y-ray
and high-energy X-ray spectroscopy with CZT
pixel detectors, characterized by a leakage current
in the nA range, but it can be easily extended to
other cases and applications.

2. The reset circuit
2.1. Static analysis

A schematic of the proposed reset system is
shown in Fig. 1. M, is a p-channel MOSFET that
is assumed to operate in the saturation region,
and this is the main difference with respect to a
previously proposed system [6,7]. To this aim the
gate bias voltage Vs must be chosen in order to
satisfy the condition |{Vpgy| > |V1i| where Vi,
is the threshold voltage of M. In this first analysis
the quadratic approximation Ip; = k'/2(W /L)
(Vgst — V11)* for the drain current of M, will be
used.

If Ipgr is absent or negligible, the drain current
Ip; of M, equals the input bias current Iy of the
voltage amplifier A;. The gate bias voltage
Ve and the drain current I, set the dc level of the
output voltage Vour, which is higher than the dc
level of the input voltage V' in order to satisfy the
condition |Vpgi| > |Vgs: — Vril- As an increase of
Vour at a constant Ip, (= Ig) would increase
Vi~ depending on the transconductance of M, and
on the differential resistance of the input node, the
stabilization of the bias point of the charge ampli-
fier is achieved.

If Ipgr increases or it is not negligible, the drain
current I, of M, increases accordingly, as well as
the dc level of the output voltage Voyr. It is easy to
verify that, under the given assumptions and the
further assumption that A, is ideal, the dependence
of Vour on Ipgr can be approximated by

2 L,

Vour ® Vog — V11 + \/PWI (Iper + Is), (1)

Vour

Voer

Fig. 1. Schematic of the proposed reset sytem.

where k' = Coujtp, and L; and W, are, respectively,
the gate length and width of M,. In Fig. 2 is shown
Vour versus Ipgr as predicted by Eg.(4) and
by a HSPICE BSIM level 13 simulation. For this
example, k' =258pA/V3,Vy =—137V,L, =
60 pum, W, = 1.8 um, and Vg =— 1 V have been
chosen. The difference between the two predictions
is due to the limits of the quadratic approximation,
which does not consider the body effect and the
behavior of M; in the moderate and weak inversion
regions of operation.

From Fig. 2 it can be observed how the system
can supply changes of Ipgr up to several orders of
magnitude with relatively small changes of the
charge amplifier dc output voltage Vour-

2.2. Dynamic analysis

As a response to a d(t)-like pulse of negative
charge Qpgr from the detector (see Fig. 3), the feed-
back capacitance Cy is instantaneously charged by
an amount Q¢ = Qpgr, and at the output appears
a positive voltage signal which at ¢ = 0 is given by
Uou(0) = Q(0)/Cr. The gate to source voltage |vg,;| of
M, decreases accordingly, and a drain current iy,
which discharges Cy, is generated.

Because of the nonlinear dependence of iy on vy,
the time dependence of the discharge of the input
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node does not show a simply exponential behavior,
as in the case of a feedback resistor. By using for
simplicity the quadratic approximation, the de-
pendence can be evaluated by using the KCL at the
input node:

dog, 1, W,

a 2RI

2
X [Uout - 2Uout( VGSI -

Qoerd(t) = Cg

Vri)l, 2

where V g is the dc gate to source voltage. This first
order nonlinear differential equation in v,,,, known
as Riccati equation, can be transformed into a lin-
ear equation and solved [13] for ¢t > 0, giving

vuul(t) =
2(Vas: — Vi)
K Cr L, I:— t k’Wl

———— — ——eXp| ——
VGSI - VTl Kk Wl CF Ll

>

(Voss — VT:)] + 1
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where K is a constant which can be determined by
applying the boundary condition v.,(0)=
Oper/Cr. By considering that — k'(W,/L,)
(Vgs1 — V1) is the transconductance g,,, of M, at
the operating point, it finally results in
Uoudt) =

2(VGSI - VTI)

Cr t - @
[Z(VGSI — V1) Oner - l:l exp (‘C_F gml) +1
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Fig. 2. Theoretical and simulated dependence of Vgyr on
Ipgr for the circuit of Fig. 1.

For low enough values of Qpgr, such that
Uout(0) < 2(Vgsy — Vr11), voult) reduces to a simple
exponential function with amplitude proportional
to Qper and decay time constant Cg/gn;. For high-
er values of Qpgr, Uou(t) is @ non-exponential func-
tion, with shape dependent on Qpgr. It is worth
noting that v,,, depends on Ipgy through the term

Vasi = Vi =— \/E’ﬁ/.l (Iper + Is). (5
In Fig. 4a is shown the function v,,(z) as predicted by
Eq. (4) and by a HSPICE BSIM level 13 simulation.
For this example, Ipgr=1nA, Cp=100fF,
QOper = 100 fC and the same values of k°, Vi1, Ly, W,
Vs of previous example have been assumed. For
comparison, in Fig. 4a is also shown an exponen-
tial shape. Fig. 4b shows v,,(t), normalized to the
peaking value Qpgr/Cy, for different values of Qpgr.

It is straightforward that a compensation circuit
must be used in order to minimize the non-linearity
introduced by the dependence of v,,, on Qper and
the dependence of Qpgr on the parameters of the
active device M;.

2.3. Compensation circuit

The schematic of the reset system with the com-
pensation circuit is shown in Fig. 5 and it is similar

Vout

Fig. 3. Schematic of the reset system for the dynamic analysis.
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Fig. 4. Time dependence of v, for Ipgr=1nA and
Cr = 100 fF: (a) case Qpgr = 100 fC, compared to an exponen-
tial shape; (b) normalized, for different values of Qpgr.

to a previously proposed configuration [6,7].
The compensation is based on the use of a second
p-channel transistor M, with the source and the
gate connected respectively to the source and the
gate of M. The drain of M, must be connected,
as shown in Fig. 5, to the input of a transimpedance
stage (for instance the first stage of a shaper
amplifier), with input dc voltage V,,, equal or close
to that of A;.

In order to achieve the compensation, the gate
length and width of M, must respectively satisfy
the conditions L, = L, and W, = N x W, where

a1y

Vim

foer

Qper

Voer

Fig. 5. Schematic of the reset system including the compen-
sation circuit and the first stage of the shaper amplifier
(Az, ZFZ)'

L, and W are the gate length and width of M, and
N is the ratio Co/Cr between the coupling
capacitance Cq and the feedback capacitance Cg. If
these conditions are satisfied, the drain current of
M, is N times the drain current of M;.

From a static point of view it results that the d¢
current Ipyy injected in the transimpedance ampli-
fier is N times the detector leakage current Ipgr,
and the output dc level V., is set accordingly,
depending on the value of the dc resistive compon-
ent of sz.

From a dynamic point of view, the charge pulse
O injected in the transimpedance amplifier can be
evaluated, and it follows:

Oy = jl: odlodml([) + lgaft )] dt

d out
= NJ[ FDT;(‘, + ldl(t)]dt NQpgr,  (6)

where i41(f) and iy,(t) are, respectively, the drain
currents of M; and of M, which are due to the
reset. Eq. (6) shows that the charge Quy; injected in
the transimpedance amplifier is proportional to the
charge Qpgr released by the detector. Due to the
finite speed of My, M, and A,, the width of
the injected charge pulse Qpy, is larger than the
corresponding width of the charge pulse Qpgr, but
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the ratio N between the total Qpy and the total
Qper Is preserved.

In Fig. 6a are shown, as results of a HSPICE
BSIM level 13 simulation, the time dependence of
the total charge Qpy; injected in Z, and the charge
per unit of time dQ,/dt, for Ipgr = 100 fC.
A —1000 finite gain and a dominant pole with 1 s
time constant have been assumed for the amplifier
A ;. From Fig. 6a it can be observed that the com-
pensation is effective and that total charge injected
in Zg, reaches the expected value Quy= N x
Oper = 10 pC, in this case, in less than 50 ns. In
Fig. 6b the time dependence of the total injected
charge Qi for different values of Qpgr is shown. An
integral linearity error below 1%, has been verified
from the simulation.
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Fig. 6. Total charge Q\x; injected in Zg, versus the time: (a) for
Qper = 100 fC, together with the charge per unit of time
dQy/dt; (b) for Qper = 1, 10 and 100 fC.

2.4. Noise analysis

The schematic of the reset system for the evalu-
ation of the Equivalent Noise Charge (ENC) is
shown in Fig. 7. The noise contributions from the
following generators are considered: (i) noise gener-
ator ipgr associated to the shot noise of the de-
tector leakage current, with power spectrum glpgr;
(i1) noise generator i,; associated to the drain cur-
rent of My, composed of a 1/f term with power
spectrum g Agi/f, where Agy = K (CoW,Ly)
[14,15], plus a white term with power spectrum
1112k Tgm; wWhere a; is a coefficient which depends
on the level of inversion (¢, = 1/2 in weak inversion
and «; = 2/3 in strong inversion) and #, is a coeffic-
ient which takes into account the effect of the fixed
bulk charges on g (7, > 1) [15-197; (iii) noise
generator i, associated to the drain current of M,
with the same terms of i,,;; (iv) equivalent input
voltage noise v,4 of A; composed of a 1/fterm with
power spectrum Ag/f, plus a white term with
power spectrum asaya 2 kT/gma Where g4 in the
transconductance of the input FET and y, takes
into account the hot electron effect; and (v) noise
generator i, associated to the thermal noise of
Zg,, given by 2kT Re{1/Zg,}. The equivalent input
voltage noise vy4, of A;, will be neglected assuming
that vy41(Cin/Cr)? > v,a,. In all the cases the power
spectrum is considered bilateral with exception of
the 1/f noise for which the unilateral representation
is used.

In the noise evaluation, the non-stationary noise
contributions related to the reset current iy, must

inpeT

Fig. 7. Schematic of the reset system for the evaluation of the
ENC.
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also be considered. These additional contributions
are due to the fact that, at each charge pulse re-
leased by the detector, the corresponding reset cur-
rent ig; temporarily increases the value of g,,; and

Im2:

2.4.1. Stationary noise contributions

With reference to the stationary noise contribu-
tions, the ENC is given by [20,21]
é aafaya2kT
T

ENC? = C? + A, A;anC?

r 9mA

2
a m
+ Aazp[qlw + 2k T(-‘*—Z—"&
mA

1
Rp,N?

%2029 m2
N2

+ 0N 1Gm: + +

)

gm2 £2

+ Aqme |:gm1(AfA + Ag1) + :| (7)
where C=C;, + Cg, A; to A, are coefficients
which depend on the kind of shaping and 7, is the
shaped output pulse peaking time. By writing
Eq. (7) we assumed that Rg, = Re{l1/Zg,} is inde-
pendent of the frequency, as it verifies when
Zg, sets the first pole of the shaper. By considering
that M; and M, are characterized by L, = L,,

327

W,=NxW, and Vasi = Vgszs it follows that
Af2 = Afl/N, Im2 = N x Im1- For N>>1, Eq (6) re-
duces to

ﬂ aanaya2kT
T

E:NC2 = C2 + AznAfACZ

P Ima

2
a m
+ A31p|:qldet + 2kT(M

Ima

1
+ A1M1gm1 + R N >j|

+ A47W§[9m1(Af1 + Aga)l. (8)

It is worth noting that the coefficient A4 of the last
term of Eq. (8) is divergent for unipolar shapings
[22]. Nevertheless, if we assume that an ac-coup-
ling with relatively long time constant is present at
the end of the detection channel (i.e. to simulate the
switch on/off of the system), the convergence is
achieved and the ENC can be evaluated.

With regard to the noise contribution of M, the
value of K¢y, oy, §; and g,,; must be known. In
order to evaluate g,; and the coeflicient «;,
a HSPICE BSIM level 13 simulation of the trans-
conductance g,,; versus the drain current I'p can be
plotted, as shown in Fig. 8.

Three regions of operation can be located, by
considering that in weak inversion the diode-like
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Fig. 8. Simulated g,,, and corresponding ratio Ip,/gn, versus the drain current Ip,.
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behavior of M; leads to g,,; + Ip; while in strong
inversion it is gpq + \/ Ip;. In Fig. 8 is also plotted
the ratio Ip;/gm:, Which approaches kT/q at the
lowest Ip,. The value of «; can be deduced on the
basis of Fig. 8 and the theoretical dependence of
ay on Ip; [16]. With regards to the coefficient 7,
which depends on the bulk to source voltage
Ves1 and it decreases as Vg, increases, the evalu-
ation is more difficult but a worst-case value
Ny =12 can be assumed in most cases
[15,16,23,24]. Finally, for the coefficient K;,, which
is stictly related to the technology, a value of
0.7 x 10™2* J is assumed.

In Fig. 9 is shown the ENC versus the output
peaking time 1, for a fifth-order complex unipolar
Gaussian shaping [25], which offers good noise
performance and is implemented by most of dis-
crete commercial shaper amplifiers. In order to
achieve the convergence of the fourth term of
Eq. (8), an ac-coupling time constant of 1 s has been
chosen. The corresponding values of the shaping
coefficients are: 4, = 2.225, 4, = 1.048, 4; = 0.776
and A, = 5.329 (A4, rises to 7.888 for an ac-coupling
time constant of 100 s). The ENC is evaluated for
Cper = 1 pF, Iper = 1 nA and N = 100. For peak-
ing times above few hundreds of nanoseconds, the
main noise contributions are due to the shot noise
of the detector leakage current and to the white
noise associated with the reset device M,. It is

300 S — —
loer=1nA, Cy.,=1pF, C,=100fF, R_,=100k

| DET’ DET
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_229
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30 ¢

ENC [e]

______________

Peaking time t, [s]

Fig. 9. ENC evaluated according to Eq. (8) for Ipgr = 1 nA and
N = 100.

worth noting that the white noise contribution of
M, is lower than the noise contribution of Ipgr and
it corresponds, in this case, to an equivalent noise
resistance close to 90 MQ while the 1/f noise contri-
bution of M, is negligible. The minor noise contri-
bution due to Rg, can be further reduced by
increasing N.

2.4.2. Non-stationary noise contributions

The non-stationary noise contributions related
to the reset current can by evaluated by using the
time-variant approach [26]. From Eq. (4) we can
approximate the time dependence of the increment
O0gm1 Of gm1, Which corresponds to each charge
pulse Qpgr released by the detector, as

Ogmi(t) =
k,_VLﬂ 2(Iécs1 — V1) t
! [2(1/651 - VTI)@;‘-;—T - 1] exp(z,; gml) +1
x 1), (9)

where g is the transconductance of M, at the
operating point and 1(¢) is the step function. On the
basis of the results of previous section, we can
neglect all the non-stationary contributions related
to an increment dgn; of gn, except the one directly
connected to the white term of i,;. By using the
generalized Campbell’s theorem, we can represent
this noise contribution with a sequence of unit-area
o-pulses  with  the time-dependent rate
2 kToyn10gmi(t) [26-28]. The corresponding in-
crease 0ENCy; turns out to be

SENCZ, = oy, 2 kT f Sgmu(OW()? dt, (10)

where w(t) is the weighting function of the used
shaper and we assumed, as a first approximation,
that a; and 5, do not change appreciably during
the reset. The non-stationary noise contribution in
Eq. (10) must be added to the corresponding sta-
tionary contribution ENCJ; = 437,112k T gy
of Eq.(8). In Fig 10a are shown the sum
V(ENCZ; + 8ENCZ,) and the two single contri-
butions as functions of the ratio Qpgr/Cr (ie. the
output peak voltage of the charge amplifier) for
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Iper = 1nA and 7,=1ps and for a fifth-order
complex unipolar gaussian shaping. The increase in
ENC due to the non-stationary noise contribution
SENC,; is non-negligible for values of Qpgr/Cr
above few mV. It can also be observed that
SENCy; is ~ + /Qper-

From an operative point of view it can be
of higher interest to evaluate the noise to signal
ratio /(ENC%; + SENC},)/Qper. This ratio is
shown in Fig. 10b for Cg = 100 fF. It can be ob-
served that the noise/signal ratio is well below 1%
for Qpgr > 10* electrons and its increase, due to the
non-stationary contribution, is relatively modest.

2.4.3. Total ENC
With regard to the total ENC, from Egs. (8) and
(10) we can write

ﬁ}_ Uafaya2kT

ENC? = C? + A,mA;AC?

Tp Ima

2
Xalladm1

ImaA

+ AﬂP{qldet + 2kT[

1
+ oum(gml + ywes fégml(t)w(t)zdt)

-+

} } + Aamty[gmi(Aer + Ara)]:
(11)

In Fig. 11 is shown the ENC evaluated through
Eq. (11) for different values of Qpgy. The corre-
sponding non-stationary noise contribution
SENC,; for each case is also shown. It can be seen
that the non-stationary contribution increases the
ENC up to a factor 2 when the charge released by
the detector increases of two orders of magnitude,
from 1 fC up to 100 fC (6.25 x 10°¢ 7). Nevertheless,
these noise performances can be considered accept-
able in y-ray and high-energy X-ray spectroscopy
[29-35], where the resolution of the detector him-
self is limited to a FWHM =~ 1% at 660 keV (i.e.
~ 600e” at 1.4 x 10°e7) at peaking times close to
1 ps.

From Fig. 11 it can also be observed that the
slope of the non-stationary noise contribution
OENCy; decreases as the peaking time increases.
This behavior can be explained by considering that
for 7,<gmi/Cr the 0g,(t) factor of Eq.(10) is
a slow function of time compared to the weighting
function w(t) and the SENCy; behaves like a white
parallel noise contribution. On the contrary, for
75 gm1/Cr the 8g,,(t) is a fast function of the time
when compared to w(t) and the JENCy, is less
dependent on 1,. This effect is more evident at the
highest values of Qpgr, Where the reset signal is
faster.

Rg,N?

2.4.4. Choice of the bias point of M,
From the results of previous analysis, some de-
sign criteria for the choice of the bias point and
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Fig. 11. ENC versus the peaking time 7, evaluated for different
values of QOpgr. For each case, the non-stationary noise contribu-
tion dENCy, (dashed line) is also shown.

geometry of M, once the detector current Ipgr (i€.
the drain current Ip,) is given, can be drawn out.
Only the white noise contribution of M; will be
considered, assuming the 1/f term negligible.

A first design criterion regards the choice of the
drain to source voltage Vpg; of M;. Once the gate
geometry (see second design criterion) and the
drain current Ip; are fixed, the value of Vg can be
chosen in order to let M; operate in the linear
region (|Vpsi| < |Vgs: — V11]) or in the saturation
region (|Vpsi| > |Vgs: — Vryl). Starting from the
bias point |Vpgi| =|Vgs: — Vril, an increase of
Vee leads to an increase of |Vps;| while
[Vas1 — V1| and g,y do not change appreciably,
so that no change in the noise performances of
M, can be expected. On the contrary, if Vg de-
creases, M enters the linear region. Neglecting for
simplicity the effect of the fixed bulk charges and
assuming o; =~ 1 for the noise coefficient in the
saturation region, we can approximate the ratio
between the white noise of M; in the linear region
and in the saturation region as follows [6]:

W,

TV i — V
1' ositi = V1l 1y e — Vil

Vast — Vol
IVG31 VTL' l GS1 Tll

(12)
2ka'

where Vgs;1n is the drain to source voltage in the
linear region. Equating the expressions for the cur-
rent in the linear and saturation region we can also
write

1 W
5k -1 T, W asiin = ValVos: — V3si]
1w
=5k'L‘|VG51 Vol (13)

and, solving for [VgsiLin-V11l, it follows:

IVC-SlLin - VTI,

_ VDSI[I n <|VGS1 - an) 2]
2 Vps1
> [Vgsi — Vral, (14)

where the condition |Vps,| < [Vgsi — Vi) must be
satisfied. From Egs. (12) and (14) it turns out that
a higher white noise contribution from M, can be
expected when it is biased in the linear region. The
first design criterion for the choice of the bias point
is that M; must operate in the saturation region.

A second design criterion regards the choice of
the gate geometry (L,, W) of M;. Once the drain
current Ip, 1s fixed and assuming that M, is in the
saturation region, the value of the ratio W /L, can
be chosen in order to let M; operate in weak
inversion ([Vgsi| <|Vr1y) or in strong inversion
(IVas1| > |V11]). From Fig. 8 it can be seen that the
ratio Ipy/gm1 is higher in the latter region of opera-
tion. Neglecting for simplicity the effect of the fixed
bulk charges and assuming «, & 1, it follows that
the white noise contribution of M, which is pro-
portional to g,,;, is lower in the strong inversion
region of operation at equal I,. Moreover, by
cons1der1ng that in the strong inversion
gm1 + ~/(IpyW1/Ly) it follows that a L,/W , ratio
as hlgh as possible must be chosen, which means
also a |V gs; — V14! as high as possible. The second
design criterion for the choice of the bias point and
the gate geometry is that M, must operate, if pos-
sible, in the strong inversion, and in any case with
a maximized L/W, ratio.

It is worth noting that the optimization must be
carried out with reference to the minimum value
Ipetmin Of the expected detector leakage current
I'pgr. In fact, it can be easily deduced from previous
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analysis that, once the gate geometry and bias point
of M, are optimized for Ip; = Ipgrmin, the ratio
between the shot noise of Ipgr and the noise contri-
bution of M, increases with Ipgr. Thus, the target
of the minimization of the noise contribution of the
reset system with respect to the noise contribution
of the detector leakage current is achieved for all
values of Ipgr = IneTmin-

2.4.5. Noise of the reset system at high rates

If the average rate 1/T of the charge pulses from
the detector is small compared to the time required
by the reset system to remove the charge of each
ionizing event, no pile-up of the reset current pulses
occurs. As the average rate 1/Ty increases, not all
the charge released at a given ionizing event is
removed from the input node before the arrival of
the next charge pulse, and the pile-up of the reset
current pulses occurs. Due to the pile-up, the aver-
age reset current increases and consequently the
noise associated to the reset current increases.

The total increase 6gENCy; can be evaluated
again through Eq. (10) replacing dg,,(t), associated
to the single reset current pulse, with dgg,,(t), asso-
ciated to the total reset current (sum of the single
reset current pulses):

6RENC§11 = alniszj\éRgml(t)W(t)z dt (15)

In Fig. 12 are shown the total increment dgg1(2),
the single contributions dg,,(t + T,) (assuming the
same Qpgr for each event) and the weighting func-
tion w(t)? evaluated using the same parameters of
previous examples. The parameter T, is the time
interval between the nth reset pulse (going back-
ward in time) and the last reset pulse (n = 0), which
is related to the event of interest (t = 0).

For simplicity, in this analysis we will neglect the
change in the time constant Cg/g,; of Eq. (9) which
is due to the shift of the baseline, and we will solve
Eq. (15) for low enough values of Qpgr such that
2(Vgs1 — Vr1)Ce/Qper>1. This approximation
leads to a worst case evaluation of Eq. (15), because
for higher values of Qpgy Or g, the pile-up effect is
expected to be smaller, due to the smaller duration
of the reset pulses (see Fig. 4b). The total increment
Orgm1(t) can be written:

15 T . T
k'=25.8uA/NV?, V_ =-1.37V, L =60um, W,=1.8um, V =-1V
loer=1NA, Qi =11C, C =1001F
8.9,,(1)
10} 59, (1+T,) -
[=)]
o
2]
hel
7]
N
™
E os
o]
2
0.0 —diz=
-1x10° -5x10° 0N sy10° 1x10°

event time meas. time
Time [s]

Fig. 12. Total increment Jggn,{t), single contributions
Ogmi(t + T,) (assuming the same Qper for each event) and
weighting function w(t)> for a fifth-order complex unipolar
Gaussian shaping versus the time.

+ o0 W
Srgmi ) X Y. Ogmilt + T~ Z x21 Qoera
n=0 Ll CF

X exp( —

where Qpgr, is the charge released at the nth event,
By substituting Eq. (16) into Eq. (15) we get

—Egml)m LT (16)
F

ORENCE, = an,2k Tfékgml(t)w(t)zdt

/W QDETn
~a1ﬂ12kTJZ koo Ll CF

t+ T,
x exp( - Z—gml)l(r + Tw(? de
‘F

! t
X d1ﬂ12kTJZ k' C Cxp( — —C—gml)l(t)
1 F F

n=0

X I:QDET +2 Z ObETn exp< C gml) :I w(t)* dt
F

n=1
>:| OENCE,,

zl: QDET Z ex p(
(17)

QDETn =1
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where dENCy, is the increase at low rates (cal-
culated in Section 2.4.2), Qpgr is a weighted average
of all amplitudes of the spectrum under considera-
tion and we approximated, for n >0, 1(t + T,) &
2 x 1(t) by considering that dg,,(t + T,) is a slow
function of the time with respect to w(t), which is
assumed to be symmetrical (see Fig. 12). The sum of
Eq. (17) gives the increase in ENC due to the rate
and can be evaluated once the distribution of the
times of arrival of the charge pulses from the de-
tector is known. In the case of a Poisson distribu-
tion of the time intervals between the charge pulses,
the Erlang distribution [27] of the T, must be used.
Running the average:

+

; T
= Tgm1/Cr —T/fud -
fn o"‘ Tk) ¢ (TJ
0
+ a0
* 1/ T\" T
- ~ToiCr o~ T ¥ T} g L
Jve ° ngo n‘<TR> <TR)
0

+

, T C
= Tgni/Cr ) = F
f © d (TR) gmlTr, (18)

o]

where 1/Ty is the average rate. Replacing in
Eq. (17), we obtain

Oper Cr
ObeT Im1 TR

SRENCyy; = [1 +2 JéENCﬁ,I, (19)

which shows that the increase in ENC due to the
rate is proportional to the square root of the ratio
between the decay time constant Cg/g,; and the
average time interval T.

2.5. Layout considerations

On the basis of the results of previous sections,
we can conclude that: (i) in order to minimize the
stationary noise contribution of M, high values of
the L,/W, ratio should be used; (ii) in order to
minimize the stationary noise contributions of next
stages (M, Rg-), high values of the ratio N should
be used and (iii) in order to minimize the non-
stationary noise contribution of M, high values of
the L,/W, ratio and high values of C (at equal
QOper) should be used. The drawback of all these
solutions lies in the increase of the layout area
which realizes the reset with respect to the area of
the whole channel. In Fig. 13a and b are shown
respectively the layout of the circuit of Fig. 5 and
the layout of the complete detection channel (which
implements also the fifth-order complex unipolar
Gaussian shaping), for a 1.2 pm CMOS technology.
We assumed L; =60pum, W;=18um, Cg=
100 fF and N = 150. In order to achieve a reliable
N factor, we designed M, and Cq as N copies of
M; and Cy, respectively.

In this case it can be seen that the area occupied
by the reset circuit (i.€. the area occupied by M, and
Co ~ 150 um x 780 um) is close to the 51% of
the circuit of Fig. 5 ( & 220 um x 1020 pm). On the

1t

(b)

Fig. 13. Layout: (a) of the circuit of Fig. 5; (b} of the complete detection channel.
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other hand, when compared to the area of the
complete detection channel it reduces to the 21% of
the overall circuit.

3. Conclusions

A theoretical analysis of a compensated continu-
ous reset system, based on the use of p-channel
MOSFETSs operating in the saturation region, has
been presented. The system is self-adaptable with
respect to a wide range of detector leakage currents.
The HSPICE BSIM level 13 simulations of the
static and dynamic performances, as well as the
evaluation of the signal/noise performances, which
take into account the stationary and non-station-
ary noise contributions at low and high rates, show
that the system can be useful in y-ray and high-
energy X-ray spectroscopy. The analysis, focused
on detectors characterized by a 1 nA leakage cur-
rent, can be easily extended to other cases and
applications. In order to verify the presented re-
sults, an experimental investigation will be carried
out in near future.
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