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DETECTOR SIGNAL PROCESSING
Veljko Radeka - radeka@bnl.gov

1.Signal Formation and Ramo's Theorem
2. Noise Generation Mechanisms

*Generation of noise spectra
*Random telegraph Noise (RTS) and 1/f noise

3.Equivalent Noise Charge (ENC) Calculation

*ENC calculation in time and frequency domains

*Simple ENC calculation for series and parallel noise

*ENC Calculation for 1/f noise

*1/f noise parameters and noise corner frequency for 1/f vs. white noise

4.Signal Processing, i.e., "filtering" or "pulse shaping“
*Weighting function of the whole detector readout system

*Correlated and uncorrelated sampling
*Optimum weighting functions



5. Charge Amplifier Configuration
Transfer of charge from detector to amplifier
6. Total Fluctuations on a Capacitance and
Charge Measurement Sensitivity
“kTC noise” and correlated sampling
7. Noise from Dielectrics
8. References on Signal Processing for Radiation Detectors
9. Concluding remarks

Appendix

A.1 Noise calculation: Time domain and Frequency domain

A.2 Parallel Noise in devices with Avalanche Gain

A.3 Noise Figure and Noise Temperature

A.4 Noise in Resistors at Different Temperatures and “Electronic Cooling” by Feedback
A.5 Zero-crossing statistics of noise

A.6  Autocorrelation function as a diagnostic tool



1. Signal Formation
and
Ramo’s Theorem
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i =—qE, +V
v =dx/dt

Shockley—Ramo theorem states that the scalar product of the
weighting field vector dependent on the instantaneous position of the
charge cluster and the instantaneous (drift) velocity of the same,
multiplied by the total charge of the cluster produces the induced
current into a particular electrode.

The weighting field is created (imagined) in the chamber when a unity
potential is applied only to that electrode while keeping all others
grounded.

The weighting field is determined by the electrode geometry and is
obtained by solving (usually numerically) the equation,

Shockley—Ramo theorem:

—

divD = 0, where D= cE
The physical (“operating”) electric field is obtained by solving,
divD=p

where p is charge density in the interelectrode space.



The Simplest Case: Induced Currents in Continuous Planar
Electrodes for Localized and Extended lonization in
Semiconductor, Gas and Liquid Detectors
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Weighting Potential and Pulse Height Distribution for Strips vs Pixels

2D case (strip)

3D case (pixel)

X-ray
illumination

pixel diameter =1/8 drift depth

Count

Charge

100%

Comparison of their theoretical
induced charge pulse height distribu-
tions. Assuming an ionization event
creates a point charge. and the abso-
prtion probability is constant along
the depth.

Count

0 Charge 100%



Charge collection and signal formation in GEM (Gas Electron Multiplier), Micromegas
(MICROMEsh GAseous Structure) and MCP (Micro-Channel Plate) based detectors.

74
/

/ MCP (from B. Feller)

Drift Mesh £
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Charge disirbution on strips  Carge cloud
Embedded resistor Resistive Strip Bl S Mesh
15—-45 MQ 5mm long 0.5-5 MQ/cm 2 Induced charge
l _ % Resistive strip
Cl1
R1 Copper strip
0.15mmx 10 cm
C4 e

GND Copper readout strip -
0.15 mm x 100 mm



Weighting Field and Induced Charge with a Dielectric

in the Interelectrode Gap
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Notes on Weighting Field - Potential and Induced
Signals

Note that the (operating) electric field and the weighting field are distinctly
different.

The (operating) electric field determines the charge trajectory and velocity.

The (fictitious) weighting field depends only on geometry and determines how charge
motion couples to a specific electrode.

Only in 2-electrode configurations are the operating electric field and the weighting
field of the same form.

Because the weighting potential is strongly peaked near the signal electrode, most of
the charge is induced when the moving charge is near the signal electrode.

As a result, the signal charge is due to the charge terminating on the signal
(measurement) electrode.

In general, if moving charge does not terminate on the measurement electrode,
signal current will be induced, but the current changes sign and integrates to zero.

The exception is, if the measurement (observation; integration) time is shorter than
the charge transit time, a net charge will be observed on the electrodes other than the
electrode where the charge is eventually collected, thus resulting in crosstalk by
charge induction.

There are two types of crosstalk on the detector, by charge induction and by
capacitive coupling among the electrodes.

10



2. Noise mechanisms

11



Noise Spectra Origin and Transformation impulse Transfer

Response Function

W) S H(jw)

mpuises » wiernose: @ 11 1 1 I

W,= const. | l 1 l 1 l L

W (@) =W, |H (jo)|

Relaxation process — (b) e - 1

Lorentzian spectral density: = —e ' &

2 2\1 L [0 T b T 1+ j(()T
W(w)=W0(1+co T )
Random walk — 1/w? noise: (c) U( t) PN 1/](0
W (@) =W, (const/a’)
\
\
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Shot Noise and Thermal Noise Spectral Densities and Variance

Calculation

Noise spectral density for shot noise (Poisson sequence of impulses each carrying
charge q, at a mean rate n):

W, =i2 =2ng” =2ql, |A’/Hz]

Noise spectral density for thermal noise (also known as Johnson-Nyquist noise):
W, =vZ =4k, TR |V?/Hz |
The above equation is a good approximation at any practical radio frequency (i.e.
frequencies below about 1THz at T=300K). In the general case, which includes up to
optical frequencies, the power spectral density of the voltage across the resistor R, in
e e _
V?/Hz is given by: _ 2Rhf hf
W. =vi=—"——" <1
0~ ¥n T ThE k,T
efe’ —1 0
Campbell’s theorem (from the principle of superposition): o’ = _q2 J h? (t)dt

From Parseval’s theorem, noise variance (“power”) can be expressed in both frequency
and time domains:

o’ =ng° T h*(t)dt = ZﬁqZHH (w)‘zdf
—o0 0
13



Noise power
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Spectral density [A/NHZ]

“Self-similarity” of 1/|f/ Noise (scaling invariance)
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3. Equivalent noise charge
(ENC) calculation

16



Typical front-end electronics
h(t);w(t);H(jo) channel

%} CET

filtering ADC - waveform | buffering derandomization intensive DSP
—  (shaping) |— sampling multiplexing minor DSP .
amplitude/time
I low-noise 4 4 4
charge amplification
Detector
(capacitive
source
) En@un >
year 2000 year 2010 year 2013
- 500 nm technology -~ 180 nm technology + <130 nm technology
- 16,000 transistors -~ 1M transistors - >> 1M transistors
- 16 channels -~ 100 channels - >>100 channels
- analog - analog and digital

(mixed-signal)

17



Noise Sources in Detector-Amplifier

Overall system processing function: h(t);W(t); H (ja))

: : C | irfF feedback (reset)
npu : F |
node —— = _._____I_____

________ Detector/sensor _ connections | | V(1)

- 1 -1 _— I ¢ .—‘— -0co ; o

Q6(t) _Ed |2 E_Ediel Idieléi_EA er2] )2 i

n T : shaper
' ' amplifier, (filter)

Dominant noise sources are from the components and circuits directly connected to the input
node. Noise sources from the rest of the signal processing chain should be made negligible.

. iﬁarises in the sensor, e.g., from the leakage (dark) current; irflgnay arise in feedback circuit

I jicfhermal fluctuations in dielectrics (dielectric loss noise, Lecture 6).

. er21 noise associated with gain mechanism in the input transistor (known as “series white noise”).
(1/f eq. noise voltage generator in series with en not shown for simplicity)

18



Noise Sources and Spectral Densities in Charge Amplifiers
"doublets"
Current (1) A A Aﬂv_%‘ﬂrﬁ'(t)

Q
Charge "step" meandom 3(1)
walk"
Input / / /
node white f 1/f  white

Output

Output

\signal parallel parallel series series .
if shaper
Q-8(t) L L L amplifier (TALAA) [

Noise spectral density:

Voltage: e, |: n V/ Hzl/ 2}

Current: [ [fA,pA,nA,...]

19



Looking at the system in frequency domain™:

Equivalent input noise current x Anti-aliasing transfer function - voltage noise output
*Noise correlation function is in time domain (slides ).

“Series”Noise in 15t

transistor
T 1/f

v, 2
white

.

1

Output noise correlation function

1

k(r) = Kout(z-)

K, (0)

Ku(0) == [ W, (@) cos(or)d o

—~J

(see slides 70-72)

Equivalent input noise
current spectrum

. ZA
lneq

1/f white

v

fc f

=

2=+, 2(n2C 2
lneq =V, W Cin

(see slide 19)

Analog front-end
transfer function

(Iin'> Vout)
Hm A

Y‘ order

fsh

f

1

=

fn~ 250 kHz @ 1ps,
and ~ 83 kHz @ 3 s
(see slide 39)

Anti-aliasing filter output
noise voltage spectrum

Wou(nfy)

5
‘f.
.
o 1

o
04 !
o |

fsh

nrs /N
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Equivalent Noise Charge (ENC) - Integrals and
Coefficients A1, A2, A3

o N

ENC? = !zﬁeq o) do=-- j (1)2,|H (o) do

ENC?|=1e’C21, +nC. A1, +ql, I, =% nc;imczA A, +ql At
0 , 2 1 o0 . 2 2 ] A Ser

L= [w] di=-[ |[H(jo)] o'do==" [

]zzjjo_ W )] a’t—2i ‘H ]a)‘ wdw= |4, 1/f

L= _w(t)]zdtzz— "t (jo) do= |4z~ (PaEE
7

_oo white

Time domain Frequency domain
(weighting function) (transfer function) 21



Noise Calculation:
Time Domain and
Frequency Domain

e For time invariant systems impulse response h(t) and weighting

function w(t) are interchangeable for noise calculations.

From Parseval’s theorem, noise variance can be expressed as:

W W
o = nq2 [ Wi (ndr = 2nq2f H(w)? df
00 0
Campbell’s theorem o0
Also: oo =W, | [H(w)]* df

(8]

Thus noise spectral density: W, =2 n 'q2 = 2q.l, for shot noise
(similarly W, = 4kT/R for thermal noise)

Parallel noise integral:

0 0
L ENC, = %W, [ h(0)dr=W,, [ [H(w)]df
-0 0
parallel noise (current) spectral density = W,

Series noise integral:

o0 o0
I,  ENCE = %W, Cull W2 (ndt=W,Ci2 | o H(w)]* df
-0 O

series noise (voltage) spectral density, W, = e, = 4KTR,

(since | 2 (ndr=21 & H(w)] df)
-0 (0]

e For time variant systems, noise is calculated using weighting function

and time domain relations.

22



ENC Calculation in Time domain: Weighting Function Role
/—L

JV—AV—AV-AV* 8'(t) Cin  White "series" noise  ENC3 _; e2 c2 J.[w'(t)]zdt
A M A 8(t) white "parallel” noise ENC2 =2 J‘ [wi(t)] 2dt
2

- t1, _t_%,ii? - Wweighting function w(-t) j

2
: es =4kTR
_ signal s(t) i S4kT
i2 =2ely = ——
n Rp
i2 =2e°n
b
y |
- > - e
t, t t
1 1 1 1 ENC Calculgtion in
| = . 0 +—+b°—+ 0 +b2t L
1 3 4 6
t t 21,4 ot V.R., Ann. Rev. 1988
15 251 + 1 + 53 +b 3+ b2t5 +b § R. Wilson, Phil. Mag., 1950
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Simple ENC Calculation for Series White Noise

ENC? = Y% 4kTR,Cy, * I

Al — ]1tm —
Shaping' T

0. 3(1) @ . /\“’“) I, =J[ wodi = 21

I—rnH dENC ./dC,, =e, [ [j

0oz
O
]

o
A S
w(t) (for 5™ order semi-gaussian /; = 2.2)
ENC., = EnCin /tll-l/]z
Noise slope:
e, = 1nV/Hz"
Cn = 1pF — ENC;=6rmse — AENC, /AC,

Im = lus

e, = series noise (voltage) spectral density [V/Hz"]

e,C;, = series noise (charge) spectral density [e/Hz"] 24



Simple ENC Calculation for Parallel \White Noise

o

ENC, = s 2el, o 1q LE j w(0)dr
— 3 Je
i /
jll —O
Q,8(1) T
. JO
w(t)
1. Assume a gated integrator for w(r) :

T I ENCP = (elgr(;)l/z = (82!’11‘(;)% = €(n!c,-)l/2 = ¢ n(;%
1 3|=1a 14
. ENC,/e=ns" [rms e]

Ig

I nAin lus — ne =6250e, ENC,=79 rms e

2. Triangular weighting function (similar to semi-gaussian)

/\13 -2, |ENC,le=(2n1,/3)"

— Im _‘{
'_IG—l

equal ENC,, for:  to=2t,/3

A, =1,/t, =2/3

3. Resistor noise = shot noise: 4kT/R|, =2el,

for R,l, =50 mV at 293K 25



Calculation of ENC for 1/f Noise

From slides 14, 15:
ENC; =7C, A A

in“lr12
Azzlzz_[

_Oo[w“/ ?) (z‘)]zdt

2
( W(l/ )=fractional
order derivative)

0

It can be shown that:
(1/2)
4, <(A44;)

An approximation for practical purposes
(ENC; to 10%):

A, ~0.75( 4,4, )"

2

1.5

0.5

0

ENC?} = C A, 4, ~ 1CL 4, (0.75/ 4,4, )

Transistor technology constant
(~independent of transistor size) :

K, =4.C, |:(V2)(AS/V):| =[VAs|=|Joule]

—— analytical solution

—— approximate solution

—
—
J",
f

[ [ |
Tp | ATP ! Tp |
0.5 1 1.5 2
A

Trapezoidal weighting function (e.g.,

dual slope integrator):

A =2

-84

e O.75[2(A " %)T

2
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Weighting Function Noise Coefficients

Series Parallel : Series 1/f
_ : : : Series 1/f
Weighting function white white A A (approx)
Aq Ag 2Acale) | = 0.75(A,A;)12
triangle =Q 2 2/3 0.88 87

semi-gaussian ! < Q

4t order O/TI \ | 2.04 0.90 1.04 1.01

CR-RC 4/\ 1.85 1.85 1.18 1.39

trapezoidal /—\ 2 167 138 1.37
A=1 . . .

A
ENC? =1e’C? 71 +7Cr A, A, +ql Ayt

27




ENC vs shaping (peaking time):

2 2
2 €, C 2 (Semigaussian
ENC - ~+7C A, +qlyt S
s [
L /'
-a- N /' .
2 " white
% < /-" " parallel
S ,
° 10° Seg el
2 D AN f parallel +
E ~N
= > 1 series
O > N
pd
LL h N
10 S
107 10° 10°

T [s] 28



ENC vs shaping (peaking time):

2 12
2 € Cin 2 (Semigaussian
ENC ~ T + ﬂCZnAf + qjoz- 4th Order)
>y |
—— ~
2 - N
S |white >
E , series
o 100 """ """ N4
2 [
g white
~ arallel
& P
pd
LL
10’

10" 10° 10°
T [s] 29



ENC vs shaping (peaking time):

2 2
2 € Cii”l 2 (Semigaussian
ENC ~ T + ﬂclnAf _I_ qjoz- 4th Order)
>y [
) N .
S |white s PR
= TN P parallel
O series N x
D 102 ..................... Voo
7))
S
O
Z
L
10’
10" 10° 10°

T [s] 30



ENC vs shaping (peaking time):

2 2
2 e C 5 | |
ENC ~+ ﬂ'C A + q1 T gr?]e;?(ljgearl).lssmn
T
10° /
_ %

= n N

< white “Wwhite

O ‘white > s

5 . TN ,' parallel

T series \ ,

—_ 2 N 7

o 10" """""" St

e [ PN \ f parallel +
= | ,/‘/ N~ V/f series

O s | N

prd s N o

L 4 T~ N

Tz . C L ~N
10' - 5

T [s] 31



1/f Noise parameters: corner frequency, ‘technology constant” K;
and “‘measurement constant” Af

-14

—
o

N

N
~

K =737x107"]

Measure:

Py ~1.8mW
I ~200pA, g ~1.5mS$

(& 40,
1 C WLf [ "

[(rms volts)z]

N
=
a .15 -_Q \ - i
210 N -
> : \ N Expected -
L ~ —
kS 10_16__114x10’”J N | Kf _(COXVVL)Af [JOUIeS]
3 S~ White=14.4 nV/Hz 3
= Measured T~ e~ \ i
2 Wi = 1/2
S 10 f 431V [ Hz
S 3
= ] 2 .
= \ 104 nV7/Hz §— €, =7/4kT/gm ’7:%
N R
Frequency [Hz] K W™ 10K 1P
“corner f* K, ~ 107 J
27
KfJFET ~10“"J

A, =V f ~(3x10™ V?/Hz)-(10°Hz) = 3x10 ™%V ?
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4. Signal processing, i.e.,
“filtering” or “pulse shaping”

33



Weighting Function

Weighting function

3 e ) ()

Impulse response

'/h(t)

I

T

sample

. Each sample carries a memory of the past events determined by the

impulse response of the system preceding the sampler.
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Composite Weighting Function for Correlated Double Sampling

Weighting function Impulse response

1
/h(r)

\ / ‘o Im
Composite e ' \ sample

weighting “baseline sample”
function

[ fI'OIl’l H"(f.fm)-u-’(f,f{}) ]

e oW(L fo)

.. Each sample carries a memory of the past events determined by the

impulse response of the system preceding the sampler.
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Weighting Functions w(t) and Transfer Functions ‘H(jwl)‘

Resolution [pm]

1.0
0.5
2
(]
R
T
£
0.5
09 i i i i i i i
0 50 100 150 200 250 300 350 400
Time [ns]
400
O Unipolar
® Bipolar
300 -
200 -
100 =
UHI||JlII|l|JIilJlIIJl

0 1 2 3
Rate (atn=2.7) [kHz/cm?]

[db]

Frequency Response

] EE— forenrsnnsannneen e R :

Y /0 T S A ¥

100 L = = \
14 107 100 107 108

) fresgponennens 1 ................................... ; ..............

0

111 e ey A '

Bipolaj

Frequency [Hz |

Pileup Effects on centroid

position resolution:

5% order
semi-
gaussian
and its
derivative

Detector: 1.5 m long MWPC with
interpolating cathode strip readout;

Peaking time ~ 250 ns

Bipolar “shaping” results in lower
pileup effects due to the area
balance of the weighting function

and in a higher series noise.



Optimum Filter for Amplitude Measurement
(delta functian signal current)

1.0
\
\
0.8 [ \
(h) triangle
YAy 4 \ \\"‘\
0.6
]OUI
04
02F
/,
0 L4
231, 21, f T, 0
31, Time

7= noise corner time constant

Trapezoid w(t) for reduced
ballistic deficit with finite
width signal current
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20 -

Offset Output (Arb)

Trapezoidal Weighting Functions

by

Digital (Uncorrelated) Signal Processing

From: X-ray Instrumentation Associates,

App. Note 970323-1

=5 1.

. 3 , |
2 Fails

-
wn
|

10~

Passes
Isolation

Sample

Here

——————————

Slow Filter —

1

f"g | Preamp

Isolation
— Test

Fails o
Width . =
Test Fast Filter

- e o = o e e = e = = = = -

Slow Filter

10

25 30
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— (dB20(VF("/bufout™)) - 160.1892)

Y0 (dE)

“Anti-aliasing filter”: Impulse response h(t) and transfer function |H(f)|

Exprassipps

prior to samplin

(or ADC)

|
. ~_M0(@253kHz, -3.008dB)
W:KTZ, -6.004dB)
2(472.5kHz, ~12.0dB)
— ' foufout" Presult "tran-tran™) - 0.3117)
— ' foufout” Presult "tran-tran"y - 0.30805)
.~ -36dB at
1.5 3(
: Y 1MHz
50.0+— i /\
1254 / \ /
1.0- 7
] M4(2.001MHz, -67.88dE)
— .75
= ]
o 1
-100.0+—— = 54 \
25 \
GZ @11‘%
s00f— -254F———— e — ] N Sampllng
1.0 2.0 3.0 4.0 5.0
tirne (us) ZMS/S
i i i VARER
100 102 103 104 10° 106
freg (Hz)
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Normalized Convolution

Trapezoidal weighting function in time and frequency

w(t)

domains

Anti-aliasing filter (slide 39):
tp,/rp= 1/20; 1/10; 1/5

/ IH(P)|

1

1 0.1

normalized time

—— analytical solution

—— approximate solution b

-
e
—

0.5 1 1.5

t/tp

(see slide
26)

1072 |

107}

1or® 0.1 1 10 100

normalized frequency f /2 rT,
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5. Charge amplifier
configuration and charge
transfer from detector to

amplifier

41



The first record of a Charge-Sensitive Amplifier Circuit

1948
ey Biailn b it w. 267431
SCHWEIZERISCHE EIDGENOSSENSCHAFT Feb. (948
g EIDGENDSSISCHES ANT FUR GEISTIGES EIQENTUM
PATENTSCHRIFT
Verdfientlicht am 16. Juni 1950 Klasse 66 -]

Gesuch eingereicht: 13. Februar 1948, 18 Uhr. — Patent eingetragen: 81. Mare 1950.
HAUPTPATENT
Schweiserische Lokomotiv- & Maschinenfsbrik, Winterthur (Schweiz).
Mefverstirker sur Mesoung elektrischer Ladungen.

Fig4

-7

q

Classical “integrator” known from WWI|I
(1941-5) appears as charge amplifier in
~1950-ies:

Input capacitance ~ open-loop gain x C;

Vacuum tube at the input until ~1963
when the first JFET is used ...

42



Basic Feedback Preamplifier Configuration
Note: feedback function per se does not affect ENC (feedback components may

add noise)

~—y

Qb fg >

-

Crosstalk signal mto adjacent
channel (via capacitive

coupling) increases with T,

(; = gJT?R()

Preamp input eq. circuit

Rl‘n :%)hcf A / /Rf/Go

(7
(Dh = gm/Co Rm = Eﬁ- Cin —
Em™f — Inductance:
| , C 1 CinCo . “R /a)
O = = 1. = CipRin= —— = — —— C G / I
» 1 C,
Rise time constant Aperiodic —_, R, 2> 2——- 43
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Noise Intrinsic to Gain Mechanism in (N)MOS
Transistor

‘ gate
Ct:let |

substrate nni | at L L
) e e x

source drain

Epi-Layer

R,

p+ Layer

Derived:

e = 4kT V [V 4{ } Basic:

-2 .
I, channel (drain-source) current

= equivalent ‘series” noise fluctuations (thermal or shot
voltage spectral density noise)
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What do different transistors have in common ?
--  Fluctuations associated with the gain mechanism

Intrinsic (white) noise, although from a different mechanism for each device
type, can be expressed by the transconductance in terms of the equivalent

noise resistance,
R = W
neq
Em

v —values . gy /
BJT 1/2 C —
i T ett
JFET 2/3
CMOS (strong inv..) 2/3
CMOS (weak inv.) 1/2
CMOS <~180nm >2/3

Noise (voltage)
spectral density: e _4kT / [V%{Z}
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Additional (white) noise sources in MOSFETs: and Equivalent Series Noise
Resistance for Charge Detection

Rs
c | gate “Intrinsic” channel
det | noise:
substrate ring 5 = 4kTRn i }//gms

substrate rmg

source

y >2/3 for FETs

et i
J\ N y =1/2 for BJTs

drain

Epi-Layer

\

p+ Layer

R s(C.Y 1 2
€q :1 gs +_(Rggm8)+(Rbgmb)
y/gms 5]/ Cin V4 \ gms
*
Gate induced \ Induced into gate

Gate .
/ \ resistance Substrate | _— [Bieleize oy fin

— . inversion layer!?
Intrinsic channel noise «1 resistance y )
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Charge Transfer from Detector to Amplifier

Transfer by conduction:

—— ——
-

Qﬁ(t@'&f__\ Mg

C
Switch closed : O, = 1
Ql Qs Cl C2

;Q2:Q

+

C2
"+ C,

Q. s distributed as the ratio of capacitances

0.5(1)

source

"useful”charge: AQ, =0, / [1"’ (Cdet

C,, vs Cy, matching needed!

drain

+C,, +C,)/ Cgs]
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Matching of the Input Transistor to the Detector -
series white noise

2
C,+C 3
ENC = €, (Cd +C98) ENC? =4kTy e ( ‘ gs) 3
2-1/2 Ty gs i
ENC — min forC, =C ;¥ =1 fime
e 4kT |:V%_IZ:| The lowest noise for a transistor amplifier that

could be achieved under ideal circumstances
and no power limitation:

e . 'Z'e
AQ =AV.C. ENC,,, = 2J2[k,TC, | A
N

With power constraint ,
}/ }/ % input MOS transistor is
2727- 2T optimized by increasing W and
decreasing current density

(toward weak inversion), while
C =T, < Leff the capacitances are not

matched: Cgsopt < (1/3)C




6. Fluctuations on a Capacitance and Charge
Measurement Sensitivity (and some less known
noise properties)

qu =k, TC

e

Boltzmann Constant: &, =1.38x10° JK
T=temperature

C= capacitance
Veljko Radeka
radeka@bnl.gov
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Thermal Noise, Total Fluctuation without band-limiting: kTC noise

Frequency Spectrum

No(se

Sl:%\n al
\r-

RYG

white noise =4 kgTR

Total fluctuation: |
2 T2, kgl
o, = ({vndf = %
2 Eq. bandwidth | f, =——
o, =kglC 1 I 4RC
“independent of R” R determines the frequency spectrum, while
its integral is determined only by C
1. C=1pF } RC = 1ms
R=1GQ fr=250Hz
RC=Ins

Equipartition:
(Y2)k,T=(y2) 0% |C=(12) Co?

2. C=100ff

R=10kY}  f,=250 MHz



Charge and Voltage Total Fluctuations on Capacitance

pacitance: | Charge Voltage
fluctuation: fluctuation:
C [F] (kTC)]/Z/qe [rms e] (kT/C)j/2 V]
1a 0.4 64m
10a 1.26 20m
100a 4 6.4m
1f 1.26x10 2.0m
10f 4.0x10 0.64m
100f 1.26x102 0.20m
1p 4.0x102 64
10p 1.26x103 20
100p 4x103 6.4u

Dynamic range:

500mV -
AG ~ 500

ENC (if no filtering):
=126 rms e
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Transient Build-up of Noise: kTC noise vs time

1
g = J

Campbell:
1 [* kpT
ol = 3 zi/o h?(u)du = —g (1—e 2t/m)
1 ot/ \/2 lF==->=--xx
o/ (kpT/C)™ = (1— e /) avie
o (1) '
(kpT/C)" 0 o
‘ “ | H o—oYod h(t) - / For t/7<< 1: crf, x t (random walk)
t=0 t.Y
1 \ l l \ L oo ~ (kgT/C)"?. (22)""
h(t) = e r T

N For 7=RC =15 5, /(ky1/C)" ~[_4.5%

t = lus




Correlated Double Sampling (CDS) and kTC

Noise

“old” kTC Signal

“new” kTC building up

o KTO) | 1021 Ry ]

(from reset) :
4 |

/

N

Reset switch
opens:
Sample 1

1
’/"'low" — rON - {
/

Active Pixel ¢ —= :
(or CCD) §

/

Sample 1 of “old”
Sample 2 kTC decaying with
time constant C R rp

R 7y ~ 10° —10"
Example:
C~20fF
ron~ 10° ohms ronC ~ 20 ps
Rore~ 10130hms Ry C=0.2s
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A note ..

Noise in electronic and electromechanical systems is usually analyzed
in the context of its frequency spectrum and of all sensor parameters.
The so called “"ATC” noise, i.e., the fluctuation of the charge stored
on a capacitance C, sometimes referred to as "reset noise”, and/or,
“reset ftransistor noise”, refers to the total fluctuation as governed
by the eguipartition principle. In some cases, it represents a limit to
the measurement accuracy.

In some other cases, with most radiation detectors and CCDs, it
only represents the worst case, and a much better noise performance
can be achieved. While the total charge fluctuation on a capacitance is
determined as ATC by the eguipartition principle, the noise affecting
the measurement can be reduced to a very small fraction of this
value, by minimizing the diissipative real part of the node impedance,
and by restricting the bandwidth to the region of the frequency
spectrum where the noise from the dissipative part is negligible. The
total fluctuation limit is most difficult to avoid in the simplest
detector readout schemes, where no filtering (band limiting) prior to
sampling is applicable, such as with pixel matrix imagers.



A few points on ATC noise

Fluctuation-dissipation theorem with Nyquist’s expression for thermal noise is essential for
calculation of noise spectra and for detailed information on noise sources.

Equipartition theorem provides no detailed information, but provides a check on the integrals
of noise spectra (the total fluctuation).

Transient behavior of noise in switched capacitor circuits and matrix readout pixel arrays is
best understood by means of Campbell’s theorem, which provides noise variance vs time.

A complete charge reset and charge transfer by a switch result in Gé = kzTC , independently

of the switch ON resistance. This noise can be subtracted only if the firs/ sample in the CDS is
before the signal.

Transfer (1.e., direct transport) of charge without switching (as in a CCD) does not result in
k,TC noise. Reset of the sense amplifier does.

In resonant sensors and vibration isolators, noise well below the resonant frequency is very
important. It is inversely proportional to the quality factor Q.
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7. Noise from Dielectrics
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Thermal Noise from Dielectrics

r= T T T - — — — A+ r——-————-————
(All) dielectrics are lossy:

é ? § - Circuit boards G10/FR4: D~0.02

- Fused silica, teflon, polystyrene: ~10-

, | - Rogers RT/duroid ~4x 10
|
: |
b - — R R | - — L 1 1
Lossy Dielectric
o An Example:
Permitivity: e=¢&'+je"= g'(l+ j—'j
g
" FOI’CleFatT:293K
Dissipation factor £_— p— G(w)
(tand): &' wC 6, = (kg T C)""* =400 e rms
: ENC, <5 ith timized lifi
Noise current: i2 _ 4kTG(a)) — AKTCDew . . a<. e (wi . an.op imized amplifier)
n Dielectric Noise Contribution:
' 5
\Ii?l;[anoels(e’l 5 V2 =72 1(; - 4kTDiC D =5x107, ENCp=4erms
9 ' (@C) @ D = 2x1072 . ENCp = 86 e rms (G10 circuit board)

Eq. noise charge
due to dielectric ~ ENC?, ~ kTC, (2.4D)
loss:

Y



8.Concluding Remarks
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Key points on Signal processing ...

Detector | |
(capacitive \ filtering ADC — waveform | buffering derandomization intensive DSP I
sourcel “S~+—  (shaping) |— sampling r multiplexing minor DSP - \

:EI — amplitude/time

low-noise

v charge amplification

* Overall system weighting function determines
equivalent noise charge (ENC).

 Input transistor series noise should be
dominant - this is a test of how good are the
system design and implementation.

* The use of feedback at the input and the choice
of circuit configuration should not affect ENC.
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A. 1
Noise Calculation:
Time Domain and
Frequency Domain

For time invariant systems impulse response h(t) and weighting
function w(t) are interchangeable for noise calculations.

From Parseval’s theorem, noise variance can be expressed as:

W W
o = nq2 [ Wi (ndr = 2nq2f H(w)? df
00 0
Campbell’s theorem o0
Also: oo =W, | [H(w)]* df

(8]

Thus noise spectral density: W, =2 n 'q2 = 2q.l, for shot noise
(similarly W, = 4kT/R for thermal noise)

Parallel noise integral:

0 0
L ENC, = %W, [ h(0dr=W,, [ [H(w) df
-0 0
parallel noise (current) spectral density = W,

Series noise integral:

o0 o0
I,  ENCE = %W, Cull W2 (ndt=W,Ci2 | o [H(w)]* df
-0 O

series noise (voltage) spectral density, W, = e, = 4KTR,

(since | 2 (ndr=21 & H(w) df)
-0 (0]

For time variant systems, noise is calculated using weighting function
and time domain relations.




A.2 Parallel Noise due to Dark Current in Devices with
Avalanche Gain

Parallel noise (from Campbell’s theorem):

ENC? =ng’ j w? (1 )dt = ng’t,;

ng* = q(m]) =ql n = rate of charge impulses
I = equivalent integration time

e Devices without avalanche gain: ¢ =e¢ = electron charge
e Devices with avalanche gain M : ¢ = Me = charge in each impulse 1in Poisson sequence

Parallel noise due to dark current in avalanche photo-diodes:
AT2 2
ENC; = n(Me)“1,;
)
EN( p = ]()M'e t(r

Avalanche gain magnifies the noise (£NC),) by M"? compared to the shot noise from a

current I,
1.e., the noise due to avalanche dark current I,equals the noise due to single electron

current M1, .

(Surface leakage current noise 1s not subject to avalanche gain.) 66



A3. Noise Figure vs Noise Voltage, Noise Current and

Noise Temperature
el R,

source

gm B hFE
4kT Rg Rs = l/zgm + I'pb’
o i2=2el,=2e I./hys
NF =10 log) [(source + ampl.)/source]
NF = 10 logo [1+(e,” + iy” R,))/4KTR,]
For i, R, <<e, . ie, Ry,=50
NF = 10 logjo [1 + RJ/R,] =10 log) [1 + T,/T] [db]

T, = ampl. noise temperature
R,T=R,T, = T,/T = RJ/R,

NF [db] R, [ ] e [nV/Hz "] T,[K]
3 50 091 293
2 29 0.71 170
1 13 047 76
0.5 6 032 35

ENC from e,, 1, (with Cp + C, and t,)
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A4. Noise in Resistors at Different Temperatures and
“Electronic Cooling” by Feedback

“‘warm” “cold”
P i
. 1 . . _— -
U, 1 twd lw2
r T L
Bl : R,
:TI : Tz

Total fluctuation (al] frequencies):

Uv ]2,8 R1|R2[£
1

1. forT;=T, —» o =

2

2.if T,=0 —» ol =

L1
R,

“el. cooled”

kBl
kgl 1
C 1+R/R,

With feedback (cooled) damping:

o, min for R, = (R;R,.)"?

, kT, 2
—0, = : 172
C 1+(R/R,)

0'Q
KTy 1

1—109}
C 50

R;,,=100Q2

*-‘.I“JN

~
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ADS. Zero-Crossing Statistics of Noise

- ———— . ~ =~ -~ __ - Discriminator
/—\ /"7(\\ ~™ threshold
\__// W(a)) = spectral density

Rate of positive zero crossings: K(z) = autocorrelation function

o = [K(O)]]/Z — Ims noise

L jsz(w)da)

) KOF_ 1
“r 27z K (0) T on

N |-

Rate of positive level crossings:

TW(a))da) V2
- v — n(vd)+ =, exp|:_ %K(O):|

Example: 2" order high frequency cutoff (2 RC integrations)

Solution: Threshold crossing rate:
_ 1 v,lo=n(v,), In_,
- 27[(7172)1/2 2 1.4x10" J.S. Bendat, Principles and
3 1.1x10-2 Applications Qf Random Noise
For: 7, = 7, = 50ns;1 s . meg0s | oo JWieysSons,
n.., =3MHz;150kHz 5 4x10® 69




AG. Autocorrelation Function: Scope measurement

I~
Scope 2
trigger —> X —

at4-50 3 ' '
4 : 1+
‘ i 1Ok
| ~af
| 1 |
. 1
5 : i X(T)
& <KVZ(o) :
f ]
5 T —t
X(r) KI(t) |
AR LI S
Xo K(o) (r)




Autocorrelation function at the output of the anti-aliasing filter (prior
to ADC)
for i 2= Vv,2w?C?%, (1s'transistor white series noise), calculated

series noise autocorrelation function for CR-RC4 shaper
time normalized to unity peaking time

h(t); w(t)

N
L B O

autocorrelation

normalized time [t/ ] 71
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An Example of Noise Autocorrelation Measurements by Digital

Oscilloscope

T.=05us —

October 131, 2014 p= oY
T, = lus —
Time scale is normalized to T,= 1 us T, = 2us ——
T,= 3us ——

\
| |
0 4
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Detector Signal Processing IEEE NSS 2014
Veljko Radeka, BNL

Slide Captions and Notes (Figure numbers refer to slide
numbers):

1. Signal Formation and Ramo’s Theorem

Figs. 4. And 5. These figures illustrate Ramo’s theorem for induced signals, current and
charge. E,, is the weighting field in units of 1/cm, and it is a measure of electrostatic
coupling between the moving charge and the sensing electrode. The procedure to
calculate the induced current as a function of time is as follows. First, the weighting field
is determined by solving Poisson’s equation analytically or numerically assuming unity
potential on the sensing electrode of interest and zero potential on all other electrodes.
Next, the velocity of the moving charge as a function of position is determined from the
operating (applied) field on the detector. This gives the induced current as a function of
the position of the moving charge. Third, the position of the moving charge as a function
of time is determined by solving the equations of motion. This is necessary in the case of
ballistic motion of charge, but it is simple in the case of transport by drift as the charge
carriers follow the applied electric field.

If we are interested only in the total induced charge and not in the waveforms, the
induced charge is simply given by the difference in the weighting potentials between any
two positions of the moving charge. An example of the weighting-field (potential)
profiles is illustrated by the plot of equipotential lines for planar geometry with a strip
sensing electrode. The operating (applied field) in this case is uniform and perpendicular
to the electrodes. The weighting field map is in general quite different from that of the
operating field; the two field maps are identical only in some special cases.

The minus sign in Ramo’s equation for the induced current results from the arbitrary
assumption of induced current into the electrode being positive.

Fig. 6. This is a simple case where the real (operating) electric field and the weighting
field have the same form =1/d. The induced current waveforms shown are for a detector
with different electron and hole (positive ion) mobilities. For extended ionization the
waveforms result from superposition of the waveforms for localized ionization, and the
currents decrease as the carriers arrive at the electrodes from different initial positions
within the bulk of the detector. In some detector media the positive ion mobility is much
lower than the electron mobility resulting in a long ion transit time and very low induced
current. In such a case the charge induced in a short time is position dependent, g(x/d).

Fig. 7. Weighting field (potential) for strip and pixel electrode configuration. The
shielding effect is inversely proportional to the ratio of the distance between the planar
electrodes and the strip width (i.e., pixel radius). The shielding effect is more pronounced
for pixels than for strips. The result of these configurations is that the signal charge

-1-



(integral of the induced current) becomes independent of the position of the origin of
ionization for most of the volume of the detector except near the readout electrodes. This
effect is used in detectors where only electrons are collected during the integration time,
such as Cadmium Zinc Telluride (CZT), and some gas and noble liquid detectors. To
illustrate this, histograms are shown for a strip and pixel illuminated by a beam of
penetrating x-rays absorbed uniformly through the detector.

Fig. 8. Charge collection and signal formation in GEM (Gas Electron Multiplier),
Micromegas (MICROMEsh GAseous Structure) and MCP (Micro-Channel Plate) based
detectors. These three electron multipliers (sometimes referred to as “detectors”, although
they are only a part of the detector system, have in common that the signal can be
induced on electrodes different and separate from the electrode where the electrons are
actually collected. The two electrode layers are separated by a layer of dielectric and, as a
consequence, the signal charge induced on the readout electrode is always smaller than
the charge collected. Such an arrangement can be exploited in several ways, by making
possible: a) placement of readout strips and electronics outside of the gas or vacuum
enclosure; spreading of the induced charge footprint, and thereby position interpolation;
limiting the energy of any discharge to protect the electrodes and readout
microelectronics.

Fig. 9. Weighting field and induced charge on high resistivity electrode (shown in Fig. 8).

Fig. 10. Notes on Weighting Field - Potential and Induced Signals

2 .Noise Mechanisms

Fig. 12. The basis of a noise process can be represented as a sequence of randomly
generated elementary impulses that has a Poisson distribution in time and mean rate of
occurrence <n>. Upon acting on a physical system with impulse response much longer
than <n>"" the characteristic noise waveforms (e.g., such as those we observe on an
oscilloscope) are produced as a superposition of responses to individual impulses. The
noise variance at the output of the physical system (a simple RC filter or a complete
readout system) is calculated by using Campbell’s theorem, which states that the sum of
mean square contributions of all preceding impulses equals the variance. The expressions
for the variance are given after subtracting the mean value. The variance is determined by
the rate of impulses <n>, their area g (charge), and by the impulse response (i.e.,

the weighting function w(t) of the measurement system, the preamplifier and the
subsequent readout chain).

For detailed description: V.R., Ann. Rev. Nucl. Part. Sci. 38 (1988) 217.

Almost any noise spectrum can be generated from a random sequence of impulses (i.e.,
white noise with “infinite bandwidth™) by using an appropriate filter.

“Infinite bandwidth” implies a noise spectrum which is flat over the frequency range
where our measurement system has a non-zero response. Simple integration of white



noise results in “random walk” with 1/f* spectrum. An elementary impulse response for
generation of this noise is the step function U(t). Generation of 1/|f| noise is somewhat
more elaborate. It requires fractional integration of order one half. The impulse response
of the transforming filter is U(t)/t?, as shown in the figure. The basic feature of any
noise generating mechanism for low frequency divergent noises is an “infinitely long
memory”, i.e., very long memory, for individual independent elementary perturbations.
For a discussion of the basics: [Ref. 10].

Fig. 13. Calculation Spectral Densitiy and Variance for Shot Noise and Thermal Noise

Fig. 14. A noise spectrum very close to 1/|f| can be generated by superposition of
relaxation processes with uniform distribution of life times. The relaxation process is
described by the probability U(t) exp(-#/z), which represents a step change with
exponential decay.

Trapping-detrapping in semiconductors is one such possible mechanism for generation of
1/|f| noise. A single trap in the gate oxide (or the interface between the gate oxide and the
channel) of an MOS transistor results in a drain current waveform shown in the upper left
of the figure. This phenomenon is referred to as the random telegraph noise [Refs.] and
it is observed readily in the very small transistors in deep submicron technology. The
spectral density of such a noise is Lorentzian as shown in the figure. Superposition of the
spectra for a number of traps with a distribution of life times results in 1/[f| noise.

A hardware generator of 1/|f| noise can be made using the fact that white noise passed
through a simple RC integrator has a Lorentzian spectral density. A circuit which
transforms white noise into 1/|f| noise can be made requiring about one time constant
(one RC circuit) per decade of frequency, as shown in [Ref. 10].

Fig. 15. 1/f| noise is one of the fractal processes, and its waveform preserves the same
features independently of the time scale. Another expression of this is independence of
the measurement variance (i.e., the noise power) upon the time scale of the measurement
as long as the ratio of the high frequency and the low frequency cutoffs remains constant.
As the bandpass moves along the frequency spectrum the spectral density integral (i.e.,
the measurement variance) remains constant for fn/fi=const. In detector pulse processing
it is well known that the contribution of 1/[f| noise to the equivalent noise charge (ENC)
remains independent of the shaping time.

3. Equivalent Noise Charge (ENC) Calculation

Fig. 17. Functional overview of a typical detector readout chain. The design of various
blocks of the chain will vary in the transistor technology used, circuit configuration and
many details. What determines the noise limitation to the precision of the amplitude and
time (as well as of the signal waveform) measurements is the weighting function of the
overall signal processing chain.



Fig. 18. This figure illustrates principal noise sources in charge amplifiers

Fig. 19. This figure illustrates principal noise sources in charge amplifiers and an
equivalent diagram for calculation of the equivalent noise charge (ENC).

Two elementary noise generators are included in the equivalent circuit, a series noise
voltage generator representing the noise in the amplifying device, and a parallel noise
current generator representing various noise sources not inherent to amplification
(detector leakage current noise, parallel resistor noise, etc.). Both types of noise are
assumed to have a white spectrum. Two forms of presentation of these two noise sources
in terms of a sequence of random pulses are shown, as charge (or voltage) at the input of
the amplifier, and as a current injected into the input capacitance (comprised of the
detector+amplifier+parasitic capacitances). The presentation of the series noise in terms
of a current into the detector input is the derivative of the charge (voltage) representation.
The sequence of voltage impulses representing the amplifier series noise thus
corresponds to an equivalent sequence of current doublets (derivatives of delta function)
injected at the detector. The parallel noise is by its origin a current source in parallel with
the detector, and it is presented by a sequence of impulses (delta functions). It is this
difference in the location of the two white noise sources with respect to the detector
capacitance that makes their apparent noise spectra and their effect on the measurement
quite different.

The series 1/|f| noise contribution to ENC is independent of the peaking time and the time
scale of the overall system response as long as the shape of the weighting function is
preserved. This corresponds to a constant ratio of the high frequency and low frequency
cutoffs, as indicated in Fig. 14. The 1/|f| noise due to a dissipative dielectric depends on
the dielectric loss factor D=tan(d), as shown in Fig. 43. It can be significant with
detector-amplifier connections on glass fiber circuit boards.

The expressions for the equivalent noise voltage spectral density at the input of a
noiseless amplifier, and for the equivalent noise current spectral density as if originating
in parallel with the detector capacitance are given in this figure. They are arrived at as
follows:

1/f noise physical spectral density is defined as A, /f in [V2/Hz].

“Physical” (unilateral) equivalent noise voltage spectral density due to all three noise
sources defined above and illustrated in Fig. 6.11, referred to the input of the

2 _ 2, My 1
preamplifier: Vi =€, + T +2q,l, e

in

“Physical” (unilateral) equivalent noise current spectral density into the input
capacitance C, obtained by differentiation of v, i.e., multiplying by »”C’ in the
frequency domain,
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Fig. 20. A qualitative illustration of the noise spectra for series white and 1/f noise from
the sensor input node to the output of the analog portion of the readout chain prior to
ADC Overall response, i.e. weighting function of this portion of the readout chain
represents anti-aliasing filter in case of subsequent digital signal processing (slides

Fig. 21. The equivalent noise charge (ENC) is calculated by integrating the noise current

spectral density multiplied by the square of the system response in either the time
domain (weighting function) or the frequency domain (transfer function),
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where 7 is the time width parameter of the weighting function, either the peaking time of
the function, or some other characteristic time constant of the filter implemented in
hardware.

I,,1,, 1, are the noise integrals for the series (voltage) white noise and the series 1/f

noise, and for the parallel (current) noise respectively. The integrals are derived in time
domain from Campbell’s theorem and expressed in frequency domain using Parseval’s
theorem [Appendix Al]. The coefficients A,, A,, A, are the form factors of the

weighting function (and the equivalent transfer function). Their values for some
frequently used functions are given in Fig. 18.

Fig. 21. Basic relations for noise calculation in time domain and frequency domain, used

in slide 20 calculation.

Fig. 23. Some more detail on the calculation of integrals 1, I, and their approximate
evaluation by piece-wise linear approximation of the weighting function:



Calculation of equivalent noise charge (ENC) for a signal processing chain described by
a weighting function w(t). A bipolar weighting function is assumed in this case. The
noise calculation is performed in time domain by using Campbell's theorem which was
introduced in Fig. 11. For parallel noise, the superposition of effects of all random

impulses leads to the expression for ENCf,, where i’ = 2ng?, n = mean rate of impulses,
g = impulse charge. For a current contributing full shot noise (all charge carriers

generated randomly) i? = 2 gelo, Where ge = electron charge and I, = N Qe is the mean

current. For a resistor in parallel with the detector E: 4 KT/IR,. iZ is the physical noise

power spectral density. The weighting function is normalized to unity so that the
definition of ENC is ""the noise charge which produces an output of the same
magnitude as an impulse signal of equal charge™. For calculation of the series noise,
we use the representation in terms of an equivalent current generator connected in
parallel with the detector. A doublet C;, é'(2) acting upon the weighting function w(t)
produces by convolution Cj, - w'(t). By integration of mean square contributions of all

previous doublets, the expression for ENC? is obtained, where e? is the noise spectral
density for series noise in V¥/Hz. In terms of an equivalent series noise resistance
e’ =4KTRs.

Noise contributions for both types of noise due to various segments (piece-wise linear
approximation) of the weighting function are shown in the figure (expressions for
integrals I; and I3). In these calculations, either the impulse response of

the system or the weighting function (its mirror image) can be used for time-invariant
systems. For time-variant (gated or switched) systems, only a weighting function
describes the performance correctly, while an apparent impulse response (waveform at
the output) is not correct and can be misleading. Steepest parts of the weighting
function contribute most to ENC;, as they correspond to larger bandwidth. Flat parts do
not contribute anything. In contrast, ENC, is largely proportional to the width of the
weighting function where it has any significant value.

Egs. for ENC in Figs. 15-19 provide an insight into the general behavior of signal
processing systems with respect to noise. The ENC due to series white amplifier noise is
inversely proportional to the slope of the weighting function and therefore proportional to
the bandwidth of the system. The ENC due to parallel white noise is proportional to the
width of the weighting function and therefore to the overall integration time. If the
weighting function form remains constant the ENC due to 1/f noise

is independent of the width of the weighting function, since the ratio of the high
frequency cutoff and low frequency cutoff remains constant, Fig. 12. From Egs. in Figs.
15-19 the optimum width parameter (known as the “noise corner time constant™) of the
weighting function is given by,

ron =(RR,) cm(%jz |

and it is not affected by 1/f noise.



A bipolar weighting function, i.e., impulse response h(t), with equal lobes would result in
square root of two higher ENC than for a unipolar function (single lobe). If the amplitude
of the second lobe is less than one half, its rms noise contribution becomes small (<12%).

The half-order integral I, for 1/f noise is not amenable to such a simple interpretation as
for 1; and I3, and it will be discussed in Fig. 19.

Fig. 24. Following on the piecewise linear approximation of the weighting function in
Fig. 16, a simple relation for the equivalent noise charge (ENC) due to series white noise
is derived. It requires knowledge of three parameters: noise spectral density e, total
input capacitance (detector+amplifier) Ci,, and peaking time t,, of the triangle
approximating the weighting function. Such an approximation is useful for noise
estimation, since the series noise integral for a 5™ order semi-gaussian weighting function
with the same peaking time differs by only ~10%. In a preamplifier design, the expected
en can be determined from the operating conditions (current and transconductance) of the
first transistor.

Fig. 25. From Fig. 15 simple relations follow for ENC due to parallel shot noise and
resistor (thermal) noise. The gated integrator case illustrates that the ENC for shot noise
is simply the square root of the variance of a Poisson sequence of impulses counted for a
time tg (e.g., a gated integrator system). By Campbell’s theorem the contribution of each
impulse to the variance is determined by the weighting function, and for a given
weighting function the parallel noise integral I, has to be determined. For an

approximation by a triangle with a peaking time t,,, I, = (2/3)tm . The parallel noise

contribution for the triangular weighting function is the same as for gated integration one
third as wide. The contribution by the parallel resistor thermal noise can be compared
simply to the shot noise by the “50 mv rule”: a dc current Iy causing a voltage difference
of ~50 mV on a resistor R, contributes equal amount of noise as the resistor at room
temperature.

Fig. 26. Calculation and Estimation of ENC for 1/f Noise.

1/f noise becomes a limiting factor in many physical measurements. We can imagine
reducing the series white noise in charge measurements to a very low level by continuing
to increase the measurement (integration) time t, provided the parallel (leakage or dark
current) noise is very low. We would eventually reach the “noise floor” due to the 1/f
noise. Once the 1/f noise spectral density is determined experimentally and defined by the
parameter A; in [volts’] as in Egs. (5) and (6), ENC can be calculated by integral I,, Eq.
(8). In time domain this is an integral of a fractional-order (half-order) derivative squared
of the weighting function (a mathematical operation which cannot be called “trivial”
before one learns how to do it, and it can be considered “tedious” at best). In frequency
domain the calculation is somewhat easier for time-invariant systems, but for time-variant
systems defining the transfer function H(jw) is more difficult and less intuitive than
determining the weighting function.



We illustrate this here on the example of a commonly used weighting function of
trapezoidal form . There are many different hardware implementations of this function in
different applications. Time-invariant versions have used delay line clipping and higher
order RC prefilters. Gated integrator and higher order prefilters have been used in several
applications, starting with germanium gamma-ray detectors [Ref. 9 ]. This function is
widely used with CCDs in astronomy, implemented by correlated double sampling and
dual-ramp integration.

We define the trapezoidal weighting function by the width of the ramp 1, and the flat
top as a fraction of the ramp, At . The equivalent noise charge for 1/f noise is then,

ENC? =zCZA.A,, where
" 2
A=W ()] dt

The coefficient A, vs the flat top A of the trapezoidal weighting function, according to an
exact calculation (not reproduced here), is plotted in this figure.

The effect of the series 1/f noise is lowest for a triangular weighting function, A =0. As
the flat top is made longer, A; increases, since such a trapezoidal function has a higher
ratio of its cutoff frequencies, which results in integrating a wider band of the 1/f noise
spectrum.

Since exact calculations of ENC; for any weighting function can be time consuming, we
emphasize here a simple estimation method, which provides results sufficiently close to
the exact calculations for most purposes. It has been pointed out by Gatti et al. [42] that
the three integrals in Fig.15 have to satisfy Cauchy-Schwartz inequality, which can be
expressed in terms of the three weighting function coefficients (i.e., form factors),

A, <(AA)Y

Thus there is an upper limit to A, in relation to A; and Az which are easily calculated
from Figs 15 and 16, as illustrated by a simple case of a triangular function in Figs. 17

and 18. A study of the most commonly used weighting functions, reveals that @/JAAH

falls between 0.64 and 0.87, a spread of less than £8% in the calculation of rms noise, so
that for estimation of 1/f noise the following approximate relation can be used,

A, ~0.75(AA,)"
For the trapezoidal weighting function, A =2 and A, = (A+%) , and the
approximation for this case is,

A, ~ 0.75[2(A+%)T2

This approximation is plotted in the figure and it is within a few percent of the exact
analytical solution.



In any noise analysis of charge amplifiers one will have already calculated, or otherwise
determined the values of A; and As, so that the information about the filtering (pulse
shaping) effect on the series and parallel white noise will also provide an estimate of
the 1/f noise,

2 2 2
ENC? =2CoA A, ~ 7Co A, (0.75/AA, )
It is interesting to note that calculated values are: for a gaussian weighting function

A,=1.00; for a triangular weighting function 0.88; for a 4th order semi-gaussian 1.02; for
CR-RC 1.18.

As is a parameter resulting from a measured spectral density and it does not contain any
specific information about the properties of the amplifying device unless other
parameters are known.

For input transistor optimization a parameter which is to the first order independent of the
device dimensions is more useful [15], K, = A,C [Joule]. This constant ranges from

107?73 for junction field-effect transistors (JFETS) to ~102°J for p-channel and ~10724] for
n-channel MOS transistors.

The discussion here was intended to provide some insight: ENC; depends (rather
weakly) only on the shape of the weighting function, but not on the time scale.

Fig. 27. A summary of noise coefficients for some frequently used weighting functions.

Both calculated and approximate values for A, are given for comparison. ENC
calculation is straightforward requiring the knowledge of the amplifier series noise

spectral density €,,, total input capacitance Cin , shot noise contributing (leakage or
dark) current 1y, and 1/f noise spectral density parameter As .

Figs. 28-31.. ENC vs peaking time for white series, white parallel and 1/f noise.

Figs. 32. Noise corner frequency for 1/f noise and white series noise for an NMOS
transistor with a fairly high 1/f noise. Transistor 1/f noise is characterized by the constant
Kg, which is independent of the device width and it is dependent on device technology
[Refs. 15, 17]. This constant ranges from ~ 10°%’ for the best JFETs to ~ 10" for some
NMOS devices. The value for As is determined from the 1/f spectral density (where
the white noise is negligible) multiplied by the measurement frequency.



4. Signal processing, i.e.,”filtering” or “pulse shaping”

Fig. 34. The concept of weighting function is very useful for time domain noise analysis
of time variant, sampled and switched systems. The role of "pulse shaping,” "signal
filtering,” or "signal processing™ is to minimize the measurement error with respect to the
noise, various baseline offsets and fluctuations, and at high counting rates to minimize
the effects of pulse overlap or pileup. The term "pulse shaping” implies that the
amplifier-filter system is time invariant. In such a system the system parameters do not
vary during the measurement, and a single measurement of amplitude or time is
performed. Such a system is described completely by its impulse response.

In signal filtering, we also use time-variant methods, such as capacitor switching and
correlated multiple sampling of the signal. The filtering properties of a time-variant
system are described by its weighting function w(t). The weighting function describes
the contribution that a noise impulse, occurring at time t;, makes at the measurement ty,,
as illustrated in the figure. It is essentially a measure of the memory of noise impulses
(or any other signals) occurring before the observation time t,. As shown, the weighting
function for time-invariant systems is simply a mirror image in time of the impulse
response, with its origin displaced to t,. For a time-variant system, the impulse response
(output waveform) is generally quite different from its weighting function. Time-
invariant and time-variant processing could be devised to produce the same result, i.e.,
both methods will be described by the same weighting function, while their
implementation will be quite different. The noise-filtering properties of any weighting
function for detector signal processing can be most easily determined by the time domain
analysis technique shown in Fig. 16. Such a time domain analysis method was first
introduced by Wilson [Ref. 3.], and subsequently elaborated on in [Refs. 5,6,17].

Fig. 35. In general, the composite weighting function for multiple correlated sampling is
obtained by superposition of weighting functions for individual samples. This is
illustrated for correlated double sampling (CDS), a technique commonly used for
readout of CCD’s and large pixel arrays. Single sample processing is described by a
symmetrical triangular impulse response approximating single RC differentiation and one
or two RC integrations. The single sample weighting function with respect to the
sampling time at ty, is shown (dashed), and it is a mirror image of the impulse response.

It is assumed that a (delta function) signal of interest will arrive at time to., and produce a
response described by the impulse response. In double correlated sampling another
sample is taken at ty, just before the arrival of the signal. This sample, sometimes called
“baseline sample”, is subtracted from the “signal or measurement sample”. The
weighting function for the baseline sample is shown inverted and earlier in time by tn-to.
The composite weighting function (thicker solid line) is bipolar and it has area balance.
This is another way of saying that CDS has zero dc response and that it attenuates (but
does not eliminate) baseline fluctuations at low frequencies. The ENC can be easily
calculated from such a composite weighting function by using the technique for time
domain noise analysis shown in Fig. 16. (An analysis of such a case in frequency domain
and without the use of composite weighting function is mathematically considerably
more time involved).
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Fig. 36. An example of some commonly used functions for unipolar and bipolar pulse
shaping (left) and their frequency response (right). The unipolar response is achieved
with 5 RC integrations and 1 RC differentiation, with RC = 20 ns. The bipolar response
is due to 4 RC integrations and 2 RC differentiations (equivalent to a mathematical
differentiation of the unipolar response). The noise integrals from figures 13 and 14,
I, = Al/rF and 1, = A,z , form factors A; and Az and t = FWHM (approximately equal

to zero-to-peak time) are:

TF I [S-l] I3 [ns] Ar As
unipolar 105 2.2 x 10’ 80 23 0.76
bipolar 52 6.2 x 10 58 32 11

Vertical scale for frequency response is in decibels (20 db = factor of 10 in amplitude).
The series noise ENC? is higher for bipolar function of the same width as the unipolar

one. As this function has area balance the response at low frequencies is significantly
lower, and so is the sensitivity to low frequency baseline fluctuations, pileup and noise.
Experimental results show a significant reduction in pileup effects with bipolar (area
balanced) weighting functions.

Fig. 37. Impulse response h(t) of (a) the optimum filter for amplifier (series) white noise
and (parallel) white noise current at the detector electrode. The filter requires a long time
to respond. (b) Triangular impulse response optimized in width with respect to the noise

corner time constant, given by rC=Cm(RSRp)V2. The noise is higher by only 8%

compared with the ideal filter. The width of both responses is determined by the noise
corner time constant t.. The time of the amplitude measurement (peak of the response) is
at the origin. (c) Trapezoidal weighting function provides uniform weighting at the flat
top to reduce ballistic deficit for signals of finite width. Implemented with a gated
integrator [Ref. 9.].

Fig 38. An example of reconstituted waveforms illustrating formation of trapezoidal
functions, which can be adapted in their width to the counting rate. The top trace is the
digitized preamplifier output with numbered x-ray steps. The middle and bottom traces
are the corresponding fast and slow filter outputs.  X-ray 1 is adequately isolated, so the
slow filter output (with better S/N) is not affected by the subsequent event 2. Pulses 2
and 3 are resolved by the fast filter but pileup in the slow filter. Pulses 4 and 5 pileup in
the fast filter, and are rejected on the basis of the fast filter pulse width. The sampling
period in asynchronous (uncorrelated) sampling has to be much shorter than the peaking
time of the required weighting function. For example, in high resolution gamma-ray
spectrometry, 50 ns sampling period may have be used for peaking times in the
microsecond range.
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An anti-aliasing filter is an essential part of any sampling system. Its function is to limit
the bandwidth prior to sampling so as to satisfy the Nyquist sampling criterion: the
bandwidth at the output of this filter must be no more than one half of the sampling
frequency. If this is not satisfied, the loss in S/N due to aliasing cannot be recovered by
any subsequent processing. The role of digital filtering in x-ray and gamma-ray
spectrometry is to create optimized weighting functions. In spite of the power of digital
processing it is most efficient to cancel any long tails in the detector-preamplifier
response by analog means. If the tail cancellation is performed digitally, much larger
numbers of samples have to be processed (deconvolved) for each event. For
asynchronous (uncorrelated) sampling for semiconductor detectors see [Ref. 19]. For
signal processing with multiple synchronous (correlated) samples for liquid argon
calorimeters see [Ref. 22].

Fig. 39. A typical anti-aliasing filter (5™ Order with complex poles) prior to ADC in
systems where the final weighting function is formed by digital signal processing. As an
example, with a peking time of 1us, 3db frequeccy is 253kHz. Nyquist criterion would
require a sampling frequency of ~500kS/s. A factor of 4 oversampling is provide in this
case by a sampling frequency of 2MS/s.

Fig. 40. Autocorrelation function at the output of the anti-aliasing filter (prior to ADC)
for ineq” = Vn'@°C%, (1 transistor white series noise), calculated.

5. Charge Amplifier Configuration

Fig. 42. History of the charge amplifier feedback configuration. It was applied (“invented
independently”) to radiation detectors in the 1950-ies, while the (apparently) first charge
feedback amplifier originated in an unrelated application in mechanical engineering in
1948.

Fig. 43. In the most basic charge amplifier feedback configuration only two transistors
are essential to realize a complementary cascode. The current sources in positive and
negative supplies can be realized by resistors or by low noise transistor current sources.
There is only one significant pole (CoR,) in this circuit. Higher order poles are given by
the unity gain frequency of the transistors used. The cascode alone is an "operational
transconductance amplifier” (very high output impedance). With the follower amplifier
x1 it becomes an operational amplifier.

Gain and input impedance relations for the feedback charge amplifier configuration . The
frequency dependence of the open loop gain is inherent to a high gain single pole
amplifier. It is described by two parameters, unity gain frequency wn = gm/Co, and the
gain "roll off" frequency (3 db point) w; = 1/R,C,. The dc gain is then |G,| = oy, = gm -
Ro. gm is the transconductance of the input transistor, C, is the dominant pole capacitance
and R, is the dominant pole resistance. Input impedance with capacitive feedback has
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two terms, a resistance Ri, = I/wnCs in series with a capacitance C¢G,. The resistance
term Rjn, in conjunction with the total input capacitance, determines the rise time of the
detector-amplifier. The rise time constant of the output voltage (i.e., the transfer of
charge from the detector capacitance to the feedback capacitance) is 7, = Rj, - Cin =
(L/wn) (Cin/Cs) = (ColOm) (Cin/Cs), Where Cin = Cpet + Camp.  The resistive input
impedance has a noise corresponding to the amplifier series noise resistance Rseq, and it
appears as a resistance with a noise temperature, Tess = T - Rseg/Rin.  For values of Rjj
higher than Rsq, the amplifier can be used as a termination for delay lines with a noise
lower than that of a termination with a physical resistor Z, at temperature T. The noise
temperature of the resistance Z, realized by the capacitance in feedback is T - Rseq/Zo, and
this is why it can be called ""electronically cooled termination™ or “electronically cooled
damping”, [Ref. 11]. The resistance in parallel with the feedback capacitance adds two
more terms to the input impedance of the preamplifier: inductance Ry/wy, in series with a
resistance R¢/Go. It is important to note the condition to achieve an aperiodic (“damped”)
response of the feedback amplifier.

The feedback configuration allows the ultimate in noise performance because the parallel
noise sources can be made negligible by using a transistor with a very low gate leakage
current and a very high feedback resistance (megaohms to gigaohms). The feedback
resistor can be avoided altogether by the use of optoelectronic feedback or a transistor
switch to maintain amplifier voltages in the operating range. Signal integration is
performed on the feedback capacitance C:. The long tail can be cancelled in subsequent
pulse shaping by a simple pole-zero cancellation circuit (not shown in the figure). Pulse
shaping at the preamplifier by reducing R or R would result in increased noise from the
thermal noise of these resistors. The object of the design is to avoid dissipative
components at the detector-amplifier input and thus to make Ry as large as possible.

Fig. 44. Overview of white noise sources in an NMOS transistor normalized to the
intrinsic channel series noise resistance y/gnms. The gate induced noise contribution with
capacitive sources, such as is the case for most radiation detectors, is usually negligible.
In particular, at operating conditions to minimize the power in the input transistor, the
optimum ratio Cy/Cin is small. The contributions by the gate resistance and substrate
resistance can be made small by the device design.

Fig. 45. All type of amplifying devices have fluctuations in their channel current
associated with their gain mechanism. Intrinsic (white) noise, although from a different
mechanism for each device type, can be expressed by the transconductance in terms of
the equivalent noise resistance.

Fig. 46. In addition to the noise (fluctuations in the drain current) associated with the gain
mechanism, there may be additional noise sources indicated in the figure.

Fig. 47. Transfer of charge from detector to amplifier.
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In all cases where the amplifier is connected directly to the detector via a resistive
conductor the charge produced by ionization is distributed among the detector
capacitance, amplifier capacitance and any stray capacitance according to the ratio of
capacitances. Due to this, only a fraction of the charge of interest (the signal) arrives
where it matters — that is to the conduction channel of the input transistor where it
controls the drain (collector) current. (An exception to this is if the two capacitors are
connected by an inductor in which case the charge is transferred periodically between the
two capacitors.) In case of a CCD the ionization charge is moved peristaltically in a
potential well formed and driven by appropriate clock voltages applied to the gate
electrodes. The charge shifted a few hundred (or thousand) times arrives at the

collection electrode (“floating diode”) which is connected to a source follower. In the
CCD the charge arriving at the collection electrode is the original charge packet produced
by ionization except for a few electrons lost to trapping. The charge transport in a
conductor is by a small displacement of a large number of free electrons. CCD principle
allows multiple measurements on the same charge packet .

Optimization of the signal to noise ratio requires appropriate matching of the transistor
active capacitance (which controls the current) to all other capacitances connected to the
input — a subject addressed in the section on ASIC design.

As mentioned above charge coupled devices (CCDs) make possible by their principle an
additional degree of freedom in the processing of their signals. There is a fundamental
difference in the treatment of charge produced by ionization (or photo emission) between
the devices based on charge transfer and all the detectors based on collection of charge.
Collection of charge allows only “one look” at the charge, no matter for how long
(weighting function width to optimize the noise). Charge transfer allows a charge packet
to be moved back and forth in the proximity of the sense electrode, making possible
“multiple looks” at the induced charge, i.e., a repetitive measurement. If we impose the
same total measurement time on both types of measurements (single long time vs
repetitive short times) the result for ENC due to the series white noise will be the same.
However, the ENC for 1/f noise will be reduced in the repetitive measurement. We know
that due to the scaling invariance of 1/f noise, a single measurement is independent of the
shaping (integration) time, as the filter passband moves up or down the 1/f spectrum,
while the ratio of the upper and lower cutoff frequency remains constant. In contrast, in
the repetitive measurement, averaging of samples taken at a frequency f, performs
narrowing of the bandpass around the repetition frequency. The higher the repetition
frequency, the lower is the 1/f spectral density for each sample. This method made
possible the lowest read noise achieved in a CCD readout of less than 1 e rms, [Ref.35].

Fig. 48. Matching of the Input Transistor to the Detector — series white noise.

7. Fluctuations on a Capacitance and Charge
Measurement Sensitivity — kKTC Noise
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Fig. 50. Integration of the power spectrum (spectral density) arising on a capacitance
from the thermal noise of a resistor results in the total fluctuation of charge (and voltage),
which is independent of the value of the resistance R. The resistance (with the
capacitance C) determines the bandwidth of the noise. The KTC charge noise is quite high
even on small capacitances. Most of this noise does not affect the measurement in
systems where filtering and a very high parallel (feedback) resistance can be used. Such a
system “looks” at the portion of the spectrum where the spectral density is very low. An
example: high resolution x-ray spectrometry with silicon detectors. When the
measurement is performed directly on the detector capacitance and the filtering is not
possible, the full KTC noise is included in the measurement, and it can be reduced only by
correlated double sampling - if applicable, as discussed in Fig. 44.

The equipartion theorem of statistical mechanics, assigns a fluctuation energy of
(1/2)kBT to each degree of freedom of a system in thermodynamic equilibrium, equal to

(1/2)( tq3/ ) on a capacitance, giving the same result as the RC circuit calculation

(integration of the entire noise spectrum). The equipartition theorem does not imply that
there is a resistance in the circuit.

Fig. 51. Charge and Voltage Total Fluctuations on Capacitance at 300K

Fig. 52. Transient behavior of noise, after circuit parameters have been changed by
switching, can best be studied by applying Campbell’s theorem, as shown in the figure.
The oscillogram shows build up of noise (multiple traces) after switching a white noise
source onto an RC circuit. Such a build up occurs after a reset switch across a capacitor is
opened.

This is illustrated some more in Figs. 43 and 44.

Fig. 53. This illustrates more completely what happens with KTC noise in active pixel
sensors and CCDs. While the reset switch is closed the kTC noise extends to very high
frequencies corresponding to the very short time constant ronC. When the switch is
“opened” the time constant increases by many orders of magnitude. A value of the “old”
kTC noise is stored on the capacitance, and it decays very slowly with this very long time
constant. At the same time the “new” kTC noise builds up also very slowly, but faster
than the stored value decays. From this, one can see the conditions under which
correlated double sampling may reduce significantly the kTC noise: Sample 1 may be
taken any time between opening of the reset switch and the arrival of the signal.
Sample 2 may be taken any time after the arrival of the signal but before the “new”
kTC noise has built up. The noise in this case is often referred to erroronously as the
“reset noise”, even though its origin is not in the reset action.

Fig. 54. A note on KTC noise.

Fig. 55. Some general remarks on KTC noise:
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1. Fluctuation-dissipation theorem with Nyquist’s expression for thermal noise is
essential for calculation of noise spectra and for detailed information on noise

sources.

2. Equipartition theorem provides no detailed information, but provides a check on
the integrals of noise spectra (the total fluctuation).

3. Transient behavior of noise in switched capacitor circuits and matrix readout

pixel arrays is best understood by means of Campbell’s theorem, which provides
noise variance vs time, as shown in Figs. 40.

. i 2
4, A complete charge reset and charge transfer by a switch result in G q = kBTC :

independently of the switch ON resistance. This noise can be subtracted only if
the first sample in the CDS is taken before the signal.
5. Transfer (i.e., direct transport) of charge without switching (as in a CCD) does not

result in kBTC noise. Reset of the sense amplifier does.

8. Noise from Dielectrics

Fig. 57. Thermal fluctuations in dielectrics generate electric noise the magnitude of
which is related to the loss conductance of the dielectric by the dissipation-fluctuation
theorem. This noise was first measured in charge amplifiers and analyzed in [Refs. 7 and
8]. For a dielectric with low losses, the dissipation factor is a constant over the
frequencies of interest,

D =G(w)/wCp,

where G(w) and Cy are the loss conductance and the capacitance of the dielectric as
measured on an impedance bridge at an angular frequency ®. The conductance G(w)
generates a noise current at the frequency w, according to Nyquist's formula,

i?(w) = 4kT G(w)df = 4kT (D Cp)w

This current is converted into a noise voltage on the input capacitance,

v3(w) = (4kT D Cp/w) (1/Cind)

The lossy dielectric generates an [f| noise current spectrum in parallel with the input,
which integrated on the input capacitance becomes 1/|f| noise. The equivalent noise
charge due to this noise can be calculated by integrating the noise voltage at the output of
the filter with respect to frequency and comparing it to the signal output. One obtains for
the equivalent noise charge,

(ENC)?~ 2.4 kT (D Cp).
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An interesting characteristic of the dielectric noise is that its contribution is independent
of both the input capacitance (except for the capacitance of the dielectric) and the filter
time constant. It is also weakly dependent on the type of the filter (weighting function,
see Fig. 26). In cases where the dielectric and/or its capacitance are not known, it is more
convenient to use the loss conductance as measured on an impedance bridge at an
arbitrary frequency f, in the range of interest. Then,

DCp = G(fo)/2f;

Such noise arises in conventional transistor and IC plastic packages with relatively high
losses. The noise contributions of these packages at 295°K have been found to range
from about 25 rms electron charges for the very best to more than 100 rms e for the worst.
A reduction by a factor of 2 to 3 in the rms equivalent noise charge was observed at
125°K. Glass fiber (G10, Fr4) circuit boards have relatively high dielectric losses
(D~2%).

A stray capacitance of 1pF of a trace on such a board at 293 K contributes
ENCp ~ 80-90 rms e!

Clearly, detector-amplifier connections should be on low loss dielectrics (e.g., Teflon
board; or Rogers RT/duroid), and the stray capacitance should be minimized.

Insulating materials even in the vicinity of the input lead should be kept to a minimum, as
their noise is coupled capacitively to the input.

Calculation of the total fluctuation for complex networks (electrical and mechanical)
shows that it (the integral of the noise spetrum) is given by the equipartition theorem, i.e.,
ENC/"2=kTC

Fig. 59. Cocluding remarks
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Appendix

Fig. 65. A.1l. Noise Calculation : Time Domain and Frequency Domain,

Fig. 66. A.2. Parallel Noise due to Dark Current in Devices with Avalanche Gain

. Important to note: If we measure a dark current I, from an avalanche photo diode,
then the shot noise spectral density is not i* = 2el, , but rather, i’ = 2el, - M.
Consequently, the ENC? is magnified by the avalanche gain M.
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Fig. 67. A.3. Noise Figure vs Noise Voltage, Noise Current and Noise Temperature

Characterization of amplifier noise in terms of the noise figure applies to resistive signal
sources and not to capacitive ones.

Fig. 68. A.4. Noise in Resistors at Different Temperatures and “Electronic Cooling” by
Feedback

The total fluctuation (by equipartition theorem) is a function of the temperature of
dissipative components, and the effective temperature for a combination of resistors at
different temperatures is easily determined. We have seen in Fig.36 that a resistance can
be realized by capacitive feedback around a transconductance amplifier (the basic charge

amplifier configuration), R, =R, = (l/gm)(CO/Cf ) The noise associated with this

apparent resistance arises from the amplifier equivalent series noise resistance. It can be
shown that the effective noise temperature T, of R; is given by [Ref. 11],

Tz = (Rna/RZ)Tl ,

where Rp, is the amplifier equivalent series noise resistance at temperature T.

The total fluctuation is then reduced by a factor determined by the value of the resistance
to be achieved by feedback in relation to the amplifier series noise resistance.

Such a resistance can be used as “electronically cooled” damping or delay line
termination with a lower noise than with a physical resistor. Since the “cooling” is
achieved by using an active device, such a system is not considered to be in thermal
equilibrium.

Fig. 69. A.5. Zero-Crossing Statistics of Noise

. Knowledge of noise zero-crossing rate is needed in self-triggered systems when the
detection threshold has to lowered to increase the detection sensitivity until the noise
counts exceed a desired limit. As shown, the zero-crossing rate is defined by the second
moment of the noise frequency spectrum. Due to this the zero crossing rate is affected by

the shape of the spectrum as it approaches its high frequency cutoff. For an (RC)2 low

pass filter applied to white noise, the zero crossing rate equals the 3db cutoff frequency.
For a uniform spectrum up until an abrupt (or high order) cutoff at fy,, the zero crossing

rateis n,, = f, / /3. A discriminator level crossing rate (“noise counts”) is determined

from the gaussian distribution, as shown in the figure. At ~5 times the rms noise, the
level crossing rate is reduced by more than 5 orders of magnitude from the zero-crossing
rate.

Figs. 70-71. A.6 Noise Autocorrelation Function as a Diagnostic Tool
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Calculation of correlation functions for more sophisticated filters than the CR-RC filter
becomes tedious and the expressions are rather involved. In such cases, as well as in
cases where the noise spectrum is not exactly known, measurement of correlation
functions might be simpler or necessary. A method is described here which requires no
additional equipment except an oscilloscope.

It is known from random noise theory that the ensemble average value X (r) of a large
number of samples, each of them taken at time z after the noise waveform has crossed
some fixed level X,, is given by the correlation function,

X ()Xo = k(z) = K(2)/K(0) .

The correlation function can, in turn, be interpreted as the mean of the conditional
probability density function that the noise will have value X = Xok(z) at time t = 7, if it
had value X, at time t = 0.

It follows from the above that if a trigger signal is derived for the time base of an
oscilloscope, each time the noise crosses some predetermined level X, - both with
positive and negative slope - the mean value of the recorded oscillogram would represent
the correlation function of noise. The variance of that mean value is given by

ol = K(0) - K*(1)/K(0) = o’ [1-K¥(r)] .

As the correlation function K(z) approaches zero the variance of the mean approaches the
variance of the noise. Therefore, to make the amplitude of the observed correlation
function high compared to oy, trigger level X, should be set high. However, the number
of crossings of that level decreases as a Gaussian function of X,/\2s, where & is the rms
value of noise, see A.4 and Fig. 64. It was found that for X,/o~4 the number of X,
crossings is large enough for observation and recording of noise in a short time.

Fig. 72. An Example of Noise Autocorrelation Measurement by Digital Oscilloscope

While with an analogue oscilloscope the mean value of the (auto) correlation function has
to be estimated by eye, as in [Ref. 41, which also gives further references], modern digital
oscilloscopes perform averaging of noise waveforms, and a function with negligible
fluctuations is obtained. This figure shows an example of autocorrelation functions as a
function of the peaking time for systemresponse as in Fig. 39. At 0.5us white series noise
after a semigaussian filter is dominant. At longer peaking times, the contribution to ENC
by series 1/f noise and parallel white noise becomes more pronounced.
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Outline me

1. Basics on front-end electronics : charge preamps
2. High speed designs : sipm readout
3. More insights on design and technology : pixel readout

Lectures for physicists, not electronics engineers => will
concentrate on front-end and performance of detector, not
on detailed engineering

Many more slides than allocated time : don’t be afraid !
| will skip many detalls : they are for further reference

No prerequisites needed (apart from R=U/I)
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Electronics in experiments M

« A lot of electronics in the experiments...
— The performance of electronics often impacts on the detectors
— Analog electronics (V,A,A...) / Digital electronics (bits)
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 Measurement of (charged)
particle tracks

— millions of pixels (~100 pm)
— binary readout at 40 MHz
— High radiation levels

— Made possible by ASICs

senzor chip (eg. allleany

high reslstivity n-type alllcan , ,_

;Ei \ayer 4 alurminiur layar 0.V L\ 3

' s 7 Tracks in an e+e- collision at ILC
- L -

H
Mip chip .
bonding with-___
solder bumps

RINENG" FENSEEC O BIRNENS AENNENECERRENN GENENN RINENS maARES

“-.._ mingle pixel

mad-oul crll

Pixel detector and readout electronics

Pixel detector in CMS
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Importance of electronics : calorimeters

8 nov 2014

meqga

Large dynamic range (104-105) _ . . . —
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Societal applications : PET ! !mega

© P. Fischer, Heidelberg University

PET Ring / Scanner

Clinical PET Preclinical PET
(Whole Body PET) (Animal PET)

- For humans - For mice, rats, rabbits (& human brain)
- large diameter FOV (>60 cm) - Small diameter FOV (4-15 cm)
- spatial resolution: few mm - spatial resolution: <1 mm

- time resolution CRT< 400 ps for ToF - time resolution only for coinc. (few ns)

- high sensitivity (low dose) = large area - medium sensitivity

- high total data rate - Depth - of - Interaction desirable to fight
parallax effect

C.de LaTaille Electronics Tutorial IEEE/NSS Seattle



A large variety of detectors... mega

E Ny | B\

& ATLAS Higgs boson

» S N
i ~ = .
& 23 e
< o A1 2 \
@
5 i
) o T
4 \¢ .
J i
= 8
S

Edelweiss : dark matter AUGER : cosmic rays 10°%eV

= SuperK : neutrino oscillations
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Overview of readout electronics meqga

 Most front-ends follow a similar architecture

Il
11
g EEEEEEEEEN -
Vv V. JN—. bits
:Analog
— Shaper : g : ADC FIFO
| |
:memory : DSP...
ﬂ ... :
g . BBt s 12
3 O [spmaibgemaissersrosibomsenibonssos S
o.08 -------------------------------------- 0.8
TN NS DS TS N S 0.6
e fseseclsesesdimuresen{onsen bosroone 4 :
0.02 oo b oz
=2 T S O STHGG 500 500 4006 Soo 0o LoaLae k. w22
1(ns) t (ns) t(ns)

Very small signals (fC) -> need amplification

Measurement of amplitude and/or time (ADCs, discris, TDCS)
Several thousands to millions of channels

Trends : high speed, low power
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Readout electronics : requirements

Low power |

High
reliability

| Low noise |

High speed

Large
dynamic
range

8 nov 2014 C. de La Taille
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Detector modelization meqga

« Detector = capacitance Cd
— Pixels/strips : 0.1-10 pF
— PMSs/SiPMs : 3-300 pF _
— lonization chambers 10-1000 pF ' [ 9
— Sometimes effect of transmission line

« Signal : current source
— Pixels : ~100e-/pm
— PMs : 1 photoelectron -> 10°%-107 e-
— Modelized as an impulse (Dirac) :

1()=Q00(1)

* Missing :
— High Voltage bias
— Connections, grounding
— Neighbours
— Calibration...

CMS pixel module
8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle 10




Signal & Source modelization (cf part 2 meqga

Vacuum Photomultipliers Silicon Photomultipliers
G =10°- 107 G =10°- 107

Cd ~ 10 pF C =10 -400 pF
L~10nH L=1-10nH

\V out

s

(N-1)Cq
i Ra/(N-1) T
|av@€ .|.]- Cd -|- (N-1)Cd
' J— Vl;nias
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Optimizing signal shape for timing

Single cell model - (R,[[C)+(R_|IC)
SiPM + load - (||Z_)IIC_,

Signal = slow pulse (1, (i.q), To-siow ) +
+ fast pulse (r, (rise), Vq-fast cfanj.:'

'Td {l'isE}NRd(Cq+cd)

g-slow [Fall]-

Pulse shape

— charge ratio

|
(fast; parasitic spike) *"
R, (C, +Cd] (slow; cell recovery}

S C,HC, Cy,

— peak height ratio

- PhotoDet 2012

o G.Collazuol

UV ZuUl14 C. Ut Ld I1dllitc

CIEeCLI VLGS 1Tuwridi

Collazuol

capacitance

=
R, C,+C,

increasing with Rq and 1/R__,
C Cmfﬁmif (and Cq of course)

Increasing C_/C, or/fand R /R__,
— spike enhancement
— better timing

ICCC/INOO oedlLLle



SIPM impedance and model

 RLC too simple, inaccurate at
high frequency

1000

. CdRQCQLR OK

— May better explain HF noise

behaviour
100

Rload
4 § Rq
1
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meqga

N

1,00

10,00 100,00 1 000,00

Measured impedance
MPPC HPK 3x3 mm
Line : C = 320 pF
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Reading the signal mega

« Signal
— Signal = current source — 1T
— Detector = capacitance C —‘
— Quantity to measure ””T@ ¢
« Charge => integrator needed
« Time => discriminator + TDC 777 /77
* Integrating on Cd Voltage readout
— Simple :V =Q/C,
— «Gain»: 1/Cy: 1pF->1mVI/fC %0:; ; ECd='2!pF q:"=10fi'c |
— Need a follower to buffer the voltage... e T T I R A
=> parasitic capacitance RER """" Q/Cd
— Gain loss, possible non-linearities R """" """" """" """
— crosstalk il N
— Need to empty Cd... QA oo pm sy e s
0025 56 75 100 125 150 175 200

t (ns)

Impulse response
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Example : Monolithic active pixels ! !mega

. . .. © R Turchetta RAL
« Epitaxial layer forms sensitive volume (2-20um)

* Charge collection by diffusion

e Read ~100 e- on Cd~10fF = few mV
)
Vreset Vvdd [
o = A \\ ——
Select ¢ \ , T~
Anatomy of the Active Pixel Sensor Photodiode re)
—
Reset o—| E E *g’
— Out O
_ ‘ Mo =
Q >
Transistor '%
Selont S:’
P well Silicon
Substrate
Column-parallel ADCs =
O 5
Substrate (P type) AN g
lomising ¥ Data processing / Output stage ©
Particle | MAPS readout
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CMOS Image sensor technology mega

© D. Stoppa SOI

RsI_l[ s

L
e
I
L1

|
l
4

4
colu;; bus
—
] x

n p* ’ +
p-Si ot p-Si
v :.‘...-5 v 2
'.i." o
http://indico.cern.ch/conferenceTimeTabIe.pv?confld:170595#é0120917
Pinned photodiode:

8 nov 2014

1/10 dark current

Integration capacitance is small (floating diffusion)
Correlated-Double-Sampling -> no more KT/C
Sharing of in-pixel electronics
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CMOS sensor technology

Microlenses [
Color filters [

Metal interconnects

Photosensitive layer

8 nov 2014

Front-illuminated structure

On-chip lens
Color filtey

Metal wiring§ EEE
2 R

] | =]
Light rec'eiving surface li

Photo-
diode

Substrate

C. de La Taille

back-illuminated structure

Photo-
_diode _Substrate

On chip lens
Color filter

Si .

“—,Ji ,,lil.al _;“'ri.!g .
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meaga

65nm CMOS-CIS,
Pinned photodiode:
Pixel pitch <1.1um
Global shutter,
DR>80dB

Extra pixel-level
circuitry (8um pitch)
Rolling shutter,
DR>140dB

In-pixel Buried SF,
High-Gain Column
Amplifier and CMS:
PN<0.7e

Special Column-
level ADCs:UHDTV,
33Mpixel@120fps
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Ideal charge preamplifier

« ideal opamp in transimpedance
— Shunt-shunt feedback
— transimpedance : v /i,

— Vin-=0 =>V_ (w)/i,(w) =-Z;=- 1/jw C;

— Integrator : vy,(t) = -1/C; | i (t)dt
[Vourlt) = - Q/C ]|

/77777
— «Gain»: 1/C;: 0.1 pF -> 10 mV/fC
— C;determined by maximum signal
< 0.12 5
* Integration on Cf 3 e
— Simple : V = - Q/C; 008 |
— Unsensitive to preamp capacitance Cy, awel
— Turns a short signal into a long one ;4
— The front-end of 90% of particle physic: ~ ** F™777
— But always built with custom circuits... %92 f-i=iy
0 53555
8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle

meqga

Cf
*~—>

__Cd

Charge sensitive
preamp

Cf=0.10pF 0=110fC;

........................................................

| Impulse response
i| with ideal preamp

; Il 1 1 i
5 75 100 125 150 175 200

t (ns)
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New developments in charge preamps (1963) mega

T VR IELIUN DIND " "

310K 200K
. ,n‘L "_’l_' +ISV
>

,=|_—l ‘350¢ W 2eax TP $is0k

+i5v. 7 Ts “"‘I: Ts =

.01 T
DETECTOR T 580K
e

T + —@ OUTPI.

< T 35K Qleg
CRALIBRAT) . 3 VeI R
PULSE I [ /l =1 9

GUARD VOLTRGE I Giine
) ‘I j: 1 J.t. - :

.
Rs3439 310K
\ |' T K s

—)

%2

"_Ju
.;-:.

=

.|]|-

T).(Tz) N-CHANNEL FIELD-EFFE
TRANSISTORS FS5P40|

(T2).Ts, T4 - ZNZ2252,0R ZN930, OF
Ts-2N274
ZD-INT5|

Radeka’s preamp (Monterrey 63)
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Preamp speed

« Finite opamp gain

— Small signal loss in c/G,C; <<1 % N
(ballistic deficit) 3 ®
g 4
« Finite opamp bandwidth 5 2
: . 7
— First order open-loop gain E
- G(w) =Gy/(1 +] ww,y) 20
* G, : low frequency gain
* Gyw, : gain bandwidth product oo
< o
i : 2 0.
* Preamp risetime
— Due to gain variation with w e
— Time constant : 71 (tau) sl
- T - Cd/Gow()Cf 0.04 L
— Rise-time optimised with w. ., C; ol

8 nov 2014

Vout(w)/iin(w) =- Zf / (1 + Cd / GO Cf)

OPEN-LOOP FREQUENCY RESPOMSE ,;,E;.
@
®
=
il
0

H‘“‘\
P,
T —45
I
o -90
Py
h, . "'-.\IL:'h?,se
Gain N, 135
Toud
]
Phase A \ —180
Margin
- 60°
1k 10k 100k 1M 10M 100M 1G
Frequency (Hz)
E Cf=0.10pF G=10fC f.=160Mhz

.......................................................

....I. i ....i....l..‘.l....l....i....
¢ 25 50 75 100 125 150 175 200

Impulse response with non-ideal preamp

C.de LaTaille Electronics Tutorial IEEE/NSS Seattle
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Charge preamp seen from the input

* Input impedance with ideal opamp

* |nput impedance with real opamp
Resistive term : Rin = 1/ Gyw, C;

8 nov 2014

Zin =Zf | G+1
Zin->0 for ideal opmap

« Virtual ground » : Vin=0
Minimizes sensitivity to detector

iImpedance
Minimizes crostalk

meqga

Input impedance or charge preamp

« Exemple : w. = 10%° rad/s C= 1 pF => Rin -

100 Q

Determines the input time constant :

t = RgCy
Good stability= (...!)
Equivalent circuit :

C.de LaTaille

Electronics Tutorial IEEE/NSS Seattle

—— Goct
! 1nF
——¢Cd
100Q
|
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Electronically cooled resistors [TNS 73] mega

SIGNAL, NOISE AND RESOLUTION IN POSITION-SENSITIVE DETECTORS*

V. Radeka
Brookhaven National Laboratory
Upton, N, Y, 11973

ABSTRACT - : : :
Lot - : : :
g1 2 : _ ~ 10 R ety SEEREE
An analysis is presented of signal, noise and : : ;
~»sition resolution relations for some of the most : : :
_ateresting position-sensing methods, "Electronic 10 ETEEEEE TR R LR RS d
__oling" of delay line terminations is introduced in
rdor to reduce noise in the position-sensing with 10 S S g pu (O |
olay lines, A new method for terminating trans- : : ; :
{ssion lines and for '"noiseless'" damping which : . ]
ﬂloyb a capacitance in feedback is presented, It 10 ; s Fo----- s - - - - - -
is shown that the position resolution for the charge : ;
‘ivision method with resistive electrodes is deter- 102 _____ NS ARSI , ESERE H '__N
.ined only by the electrode capacitance and not by : : . 2 ' ey
(he electrode resistance, if optimum filtering is : : : : : 4
used, 10 ""'E‘ """" 3 ------ E SRR ------------;
1 : ' : : N :
4
10> 10" 16> 10° 107 1 P?H 1)09
r4
. éxtChat?au derersalllcyes 7in = 1/]00 GOCF +1/ Gowo CF
ﬁ gg j il _I_—'— GOCf
T InF
C
w2
|
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Crosstalk

« Capacitive coupling between
neighbours

* Long distance crosstalk

8 nov 2014

Crosstalk signal is differentiated and
with same polarity

Small contribution at signal peak
Proportionnal to Cx/Cd and preamp
input impedance

Slowed derivative if RinCd ~ tp =>
non-zero at peak

meqga

Ut

At

Inductive/resistive common ground
return

References impedance
Connectors : mutual inductance

C.de LaTaille Electronics Tutorial IEEE/NSS Seattle

S50 60 70 B8O 80 100

time (ns)
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Electronics noise

* Definition of Noise

— Random fluctuation
superposed to interesting
signal

— Statistical treatment

* Three types of noise

— Fundamental noise
(Thermal noise, shot noise)

— Excess noise (1/f...)

— Parasitics -> EMC/EMI
(pickup noise, ground
loops...)

Amplitude (V)

0.01
0.008
0.008 |----
0.004

0.002 |

meqga

50 100 150 200 250 300 350 400

time (ns)
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Electronics noise

8 nov 2014

Modelization

— Noise generators : e, i,

— Noise spectral density of e, & i, : S (f

— Sv(f) =| T(e,) I? (V*/H2)

Rms noise Vn

— V.2=[e2(t)dt = [ Sv(f) df

— White noise (e,) :

- 1
Vo= e, 3T fags

T [
400

TR
Q 200

C.de LaTaille

T [
800 1000
time (ns)

o
600

4 5 €

100 180 10 10
1400 |------3------F Bremsbzezosstzemss 12545
by s
1900 |vemeitoinnn y ....—.IQ..m]IEvDB.
0.1450E-02
1000 _—,1 A -
BOO |-o--mereemmeei-fi el
800 — -----------------------------
400 f--nmrteenmdio g e b e

200 |

Electronics Tutorial IEEE/NSS Seattle

i

-0.004-0.002 ¢ 0.002 0.004 0.008

Rms noise vn

meqga
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Calculating electronics noise me

« Fundamental noise
Sv(f)= 4kTR R

— Thermal noise (resistors) : Sv(f) = 4kTR @ o

— Shot noise (junctions) : Si(f) = 2ql .

* Noise referred to the input

— All noise generators can be referred to the
Input as 2 noise generators

— A voltage one e, in series : series noise
— A current one i, in parallel : parallel noise
— Two generators : no more, no less... e,

To take into account the Source impedance Noiseless

Golden rule :

Always calculate the signal before the noise Noise generators
what counts is the signal to noise ratio referred to the input

8 nov 2014 C.de LaTaille Electronics Tutorial IEEE/NSS Seattle
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Noise in transimpedance amplifiers mega

2 noise generators at the input
— Parallel noise : (1i,?) (eakage)
— Series nosie : (e,2) (preamp)

Output noise spectral density :
— Sv(w) = (iy? + e?|Z4]*) * |24

For charge preamps
- SV((D) = in2 /w2Cf2 + en2 CdZ/CfZ
— Parallel noise in 1/w?

— Series noise is flat, with a
« noise gain » of C,/C;

rms noise V,
— V.2=[Sv(w) dw/21 -> «
— Benefit of shaping

=11 : : : : | Noise density at
10_1 """"""""""""""""""""" Preamp output ||
10 e
—13

10 TEemeemmae N

- 14

10 perssvassnes va NG IO Lu s b S R A A A L
-1

LT S e T Tt PEEPERTE EECTERE
- 1§

10 " fpecesccdnecaccadionananabiiog

-1

10 f---e

-18

10 f-----

Vi, TN ez

¥
VW
Ry

Noise generators in charge preamp

1w 10 10t 100 10 10d 10 o
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Equivalent Noise Charge (ENC) after CRRC" mega

» Noise reduction by optimising
useful bandwidth 04 g

— Low-pass filters (RC") to cut-off 035 f\\
high frequency noise 02: T %
— High-pass filter (CR) to cut-off L NS
parallel noise ag; el b
— -> pass-band filter CRRC" o Ll X iR i WS
TV 7 "8 S
. . C ]
« Equivalent Noise Charge : ENC o “2““3““4““;‘5“1 7 ;‘“‘F“‘?o
— Noise referred to the input in i/
electrons 12 ‘
— ENC =la(n) e,C/ i ~
@ |B(rt1) i * os | /7' k{\x
—_— i i i \/ n.é - A/ \\ \
Series noise in 1/3T : 7 o ]
— Paralle noise in T o e/ N
: N, )
— 1/f noise independant of T 02 ///// \\\\-x
i 2}3\7I2mnij{n shaping time Top= %o 05 1 15 2 25 3

t/me
Step response of CR RCn shapers
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Equivalent Noise Charge (ENC) after CRRC" mega

« Peaking time tp (5-100%)
— ENC(tp) independent of n
— Also includes preamp risetime

« Complex shapers are
obsolete :

— Power of digital filtering

— Analog filter = CRRC ou
CRRC?

— antialiasing

ENC vs tau for CR RCn shapers

8 nov 2014 C.de LaTaille Electronics Tutorial IEEE/NSS Seattle 29



Equivalent Noise Charge (ENC) after CRRC" mega

« A useful formula : ENC (e- rms) after a CRRC? shaper :

|ENC -

174 e,C,,i/V1, (3) ® 166 i1, (3) |

— e, innV/VHz, i. in pA/ VHz are the preamp noise spectral densities
— C,y (in pF) is dominated by the detector (C,) + input preamp capacitance (Cpp)
— t, (in ns) is the shaper peaking time (5-100%)

Noise minimization
Minimize source
capacitance
Operate at optimum
shaping time
Preamp series noise (en)

best with high trans-
conductance (g,,) in input

transistor
=> large current, optimal
sSize

8 nov 2014 C.de La Taille
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-~
| l i
il [ e AN Ll

10 10° 107
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d

me

500 pA

40 fA/NHz

N

— Series:en=1.4nV\Hz, C,,=7pF
Parallel

— 1/fnoise : 12 e-/pF

2000/0.35 PMOS 0.35um SiGe 1Id

Example of ENC measurement

31
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MOS input transistor sizing mega

« Capacitive matching : strong

inversion 102 | [recmoroer: | 7 cammn
~—— 0.18 um A .
— g, proportionnal to W/L g o3 = o8um | f/,/,_\
. =" N
— Cgg proportionnal to W*L & 10 | vELOEY
- \F7NC propotionnal to (Cdet+Cg)/ L ’ / N ]
gm (SQUARE LAW)
- . _ 6 i ;
— Optimum W/L : Cgg = 1/3 Cdet 10 / WERK R
. . . T onnor
— Large transistors are easily in —_—
moderate or weak inversion at small 107 102 107" 10° 10" 10% 10°

e Optimum size in weak inversion
— 0y, proportionnal to I (indep of W,L)

— ENC minimal for C55 minimal,
provided the transistor remains in
weak inversion
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PMOS vs NMOS [Paul O'Connor BNL] mega

- PMOS lower 1/f noise Omn/Qmp VS 1L

-  NMOS white series noise 1 LU
advantage over PMOS diminishes |,
each generation ) . /

— PMOS can be operated at reverse j A

1.2
Vs to reduce bulk resistance /
noise o T

- PMOS lower tunneling current at 0s

110 10 em oa 1 w 100 10’ 1-10°

ultra-thint,, Invession Coefficient

- Single-supply operation of PMOS-
input preamp awkward:

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle 34



Ultra-low noise meqga

Ultra-Low Noise ASIC High Resolution X-Ray Spectroscopy

Collaboration with NASA at Moon Elemental Mapping
16 mm? Semiconductor Drift Pixels, 500 cm?

= 14 channels, 1.2 mW/channel

* sub-10 electrons resolution

= peak detection and sparse readout

= 30,000 transistors, dev. time: 15 months

18 v T
No pixel
3 CN ILEAK
15 ® 30fF 1pA (-theor) 5
L ¢ OfF 1pA
12 * 30fF 250fA theoretical ENC
0
2 o
g
PR PPRPERPE §
6
2
|' |' I' ll |' ll |' 3
2 x 4.6 mmz 0 ----- 1 L L 1 1 L bt l L L i 1 L L A
0.1 1 10
 G. De Geronimo et al., NSS (2007) Peaking Time [us] . .
Instrumentation Div. Review 11/12/2008 Electronics and Siznal Processmg 26
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Simple simulations : Simetrix freeware

Example : bandwidth and
EMC of simple charge
preamp

 Simulate impulse
response

 Frequency response

* Input impedance

« Ballistic deficit

« Effect of amplifier gain

 Effect of resistive
feedback

» Test pulse injection

« Effect of input
capacitance

« Parasitic inductance
« Capacitive crosstalk

* Resistive/lnductive
ground return

meqga

EOX

AR L0 s~ OHa¥xxKKIEELE LT

oursiEDITT 1icsa.sxsch [Selected)

 Simulator  Place Probe  Probe AC[Moise  Hierarchy Monke-Carlo

S-NEE 4ol &

NET=C3_N

SIMetrix

8 nov 2014

C. de La Taille
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http://indico.cern.ch/conferenceTimeTable.py

Summary of lecture 1

« Importance of front-end on
electronics on physics performance

« Benefits of charge preamplifiers :

low noise, low crosstalk
— The front-end of 90% of particle

physics detectors...

— But always built with custom circuits...

C.de LaTaille

Electronics Tutorial IEEE/NSS Seattle

QT

/777

meqga

Cd

Charge sensitive preamp :
\Vout = -Q/Cf

37



High speed preamps... mega

Figure 3 A
Y
& | i 470 uH
Input —
6 MHz
RILF 75 A _L 1 —®
| .
A T
100 1uui T T
| | i
~10 a8 1003 100
——|— 10 dB
; .00
vee 2.5-3.5\;\1/ 1“? dB gal“ I L
[“::::i’}
a ) - !%" T @ [T1 = 26t FT50-61 Ferrite, tap @ 5t | Qutput

¥F in

C.de LaTaille Electronics Tutorial IEEE/NSS Seattle
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Charge and Current preamps

« Charge preamp

« Capacitive feedback Cf

* Vout/lin = - 1/jwCf

« Perfect integrator : vout=-Q/Cf]

 Difficult to accomodate large
SiPM signals (200 pC)

» Lowest noise configuration

* Need Rf to empty Cf

&
1
‘ I
[ I///
W
v=-1/Cf | it
8 nov 2014 C. de La Taille Electronics Tutorial

me

 Current preamp

* Resistive feedback Rf
 Vout/lin=-Rf

« Keeps signal shape

« Need Cf for stability

V= -RFf i(t)

IEEE/NSS Seattle

d
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Transimpedance configuration

 Transfer function
— Using a VFOA with gain G
* Vout - Vin = - Zs s
¢ Vin - Zd (iin - if) Vout/G
VoulW)ip(w) = - Zi [ (1 + Z;IGZy)

« Zf=Rf/ (1 + jw RICY)
— At f << 1/2IRfCf :
Voulw)/iip(w) = - Ry
current preamp

— At f << 1/2TTRfCf ;
Voulw)/ijp(w) = - HjwC;
charge preamp

 Ballistic defict with charge preamp
— Effect of finite gain : G,
— Output voltage «only» Q C,/G,C;

8 nov 2014 C. de La Taille

Z:(Q)

meqga

—Cd

Transimpedance amplifier

-----------------------------------------------------------------

Electronics Tutorial IEEE/NSS Seattle

Transfer function



Charge vs Current preamps

 Charge preamps
— Best noise performance

meqga

— Best with short signals
— Best with small capacitance

1"“'f{"u't/'lln (Q }

« Current preamps
— Best for long signals
— Best for high counting rate
— Significant parallel noise

« Charge preamps are not slow, they
are long

2
« Current preamps are not faster, they 10
are shorter (but easily unstable)

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle

10"
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Input impedance mega

* Input impedance

_ Zin=27f/ G+1 2 N N N —
— Zin->0 virtual ground 1052 Rff1O®kQ :C‘c = ey
— Minimizes sensitivity to detector 10 ' | '
impedance .F G(w
— Minimizes crosstalk R
107 ;
- Equivalent model T B
" ul | | | |

— G(w) =Gy/(1 +] wwy) T T I e T
 Terms due to Cf

— Zin = 1/jw G,C; + 1/ Gyw, C;

— Virtual resistance : Req = 1/ G,w, C;

« Terms due to Rf ghgfﬂ

— N = + i Rf
— Virtual inductance : Leq = R/ Gyw, 10pF = Leq
« Possible oscillatory behaviour with P o

capacitive source

Equivalent circuit at the input

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle 42



Current preamplifiers : mega

- Easily oscilatory P )
— Unstable with capacitive detector 15 L s e oty G
— Inductive input impedance : L, ¢ {“\ [ﬂ\ /A\ P
~ il . CUOMEH R U ATA
— Resonance at : fog = 1/21 VL, Cy T L N VS
— Quality factor : Q = R/ VL/Cyq AT
« Q>1/2 -> ringing 04 Il \'/ /
— Damping with capacitance C; .
+ C=2 V(Cy/R; Gowo) P
» Easier with fast amplifiers Step response of current sensitive preamp i
8106
* |In frequency domain pug
— H(jw) = -RF/ (1 + jw RIC,)) 109

— G(w)= Gy /(1+jw/w,)

8 nov 2014 C.de LaTaille Electronics Tutorial IEEE/NSS Seattle



Amplifiers : a large zoo

» Voltage feedback operationnal amplifier (VFOA)
* Voltage amplifiers, RF amplifiers (VA,LNA)

« Current feedback operationnal amplifiers (CFOA)
« Current conveyors (CClI, CCII +/-)

« Current (pre)amplifiers (ISA,PAI)

« Charge (pre)amplifiers (CPA,CSA,PAC)

» Transconductance amplifiers (OTA)

« Transimpedance amplifiers (TZA,0T2Z)

* Mixing up open loop (OL) and closed loop
(CL) configurations !

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle

me

Vp

Vp

Vn

d

lout
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Only 4 open-loop configurations mega

Voltage operationnal amplifiers (OA, VFOA)
— Vout = G(w) Vin diff
— Zin+ =Zin- = Zout=20

« Transimpedance operationnal amplifier (CFOA!)
— Vout = Z(w) iin
— Zin-=0 Zout=0
« Current conveyor (CCI,CCII) Mt _&
— lout = G(w) lin v b , |~
— Zin=0 Zout = J
Vp +

Transconductance amplifier (OTA)
— lout = Gm(w) Vin diff
— Zin+ = Zin- = oo Zout =

lout

Vn
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Open loop gain variation with frequency

« Define exactly what is « gain » vout/vin, vout/iin...
* « Gain » varies with frequency : G(jw) = G,/(1 + j w/w,)
— G, low frequency gain
— W, dominant pole

- W= G, w, Gain-Bandwidth product (sometimes referred to as unity gain
frequency)

meqga

100

80

60

40

20

GAIN / dB

G

-20

-40

0,

: P2 @Phase

=-135°

-40

-80

Phase / deg

—

-120

\:

-160

i LT LT SESEESEEEE

100 200 400

8 nov 2014

1k 2k 4k

C. de La Taille

10k 20k 40k 100k

Electronics Tutorial IEEE/NSS Seattle

400k 1M 2M 4M 10M20M40M 100M

400M 1G
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Feedback : an essential tool mega
* Improves gain performance
— Less sensitivity to open loop gain (e\x_ = . Xout
— Better linearity "
« Essential in low power design B e—
« Potentially unstable Xout —~— a  1p
Xin 1+af 1+ 1/ap
» Feedback constant : B = E/Xout
6(jla!: Gain gn BO
a0 “\i\\
« Open loop gain : a = Xout/E . )
“ [T] N
+ Closed loop gain : Xout/Xin -> 1/B AL aved 1rzimILT g
: A .
- fit
« Loopgain:T=1/a _ t:
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Only 4 feedback configurations mega

« Shunt-shunt = transimpedance -
— Small Zin (= Zin(OL)/T) -> current input J
— small Zout (= Zout(OL)/T) -> voltage output ——
— De-sensitizes transimpedance = 1/3 = Zf
 Series-shunt ”“I@ oo
— Large Zin (= Zin(OL)*T) -> voltage input
— Small Zout (= Zout(OL)/T) -> voltage output /777
— Optimizes voltage gain (= 1/B)
« Shunt series 0
— Small Zin (= Zin(OL)/T) -> current input Un
— Large Zout (= Zout(OL)*T) -> current output g
— Current conveyor
e Series-series
— Large Zin (= Zin(OL)*T) -> voltage input
— Large Zout (= Zout(OL)*T) -> current output
— Transconductance
— Ex : common emitter with emitter degeneration
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Preamp stability me

« Calculating B = E/Xout = Zd/(Zd+Zf)

40 ﬁ\\
20 \\
. ™~
3 I )
/

1k 2k 4k 10k 20k 40k 100k 200k400k 1M 2M 4M 10M 20M 40M 100M 400M  1G

Frequency / Hertz
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Noise and jitter mega

» Electronics noise dominated by series noise en
— Large detector capacitance
— For voltage preamp and load resistor RL,
— Output rms noise Vn?=(en?+4kTRs) G? T1/2*BW 345
— Typical values : Rs=50 Q), en=1 nV/\VHz Vn=1 mV for G=10, BW=1GHz
— For current sensitive preamps, possible noise peaking due to Cd

- Jitter
— Part due to electronics noise : \|

1 time
— ot=ov/ (dV/dt) °. |"'I||f

— Minimized by increasing BW

o

€

0. =-
&
df threshold
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High speed configurations me

» Open loop configurations : current conveyors, RF amplifiers
» Usually designed at transistor level MOS or SiGe

e Current conveyors

e Small Zin : current sensitive input
e Large Zout : current driven output
e Unity gain current conveyor

e E.g.: (super) common-base
configuration

e Low input impedance : Rin=1/gm
e Transimpedance : Rc
e Bandwitdth : 1/2nRcCu > 1 GHz

éa

e RF amplifiers

e Large Zin : voltage sensitive input
e Large Zout : current driven output

e Current conversion with resistor Rg
e E.g. common-emitter configuration
e Transimpedance : -gmRcRs

e Bandwitdth : 1/2nRsCt

R,

. 1€ Vo . _@

]G e ]G e RS:SOP

1177177 B /////%7
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Examples of pulse shapes mega

« Short pulse : Q=16 fC, Cd=100 pF, L=0-10 nH, RL=5-50 Q
Smaller signals with SiPM (large Cd) ~ mV/p.e.

Sensitivity to parasitic inductance

Choice of RL : decay time, stability

Convolve with current shape... (here delta impulse)

[(13.4029ns [ -33.2321%uv e G0S)
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Power and speed with SiGe mega
« BJT :bestg,,/l ratio (1/U;)
— Large transconductance with small %
devices ;
« Speed goes as F=g,,/21C V120
— C~10fF g,typ mA/V ;
— F;~60 GHz for SiGe 0.35pm . TN
— Interesting for fast preamps 0 | , , T loslce
. 0.01 0.1 1 10 100 |
* Not forgetting 100V Early voltage anc
matching performance (A~mV*um)
o V=V Ln(l/lg) e :z;::szzzizy»--\\
» Large swing : Vg ~3 Ug 2N
R ¥ 2
l li 10 ,II&%,:%*

8 nov 2014

C. de La Taille
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Comparison CE/CB

« Experimental measurements on SiGe test structures

Testboard #3

RF (Common Emitter) Common Base

With 100pf/50 Ohm injector (SiPM emulation) Vb_cb : 400 #DAC

Noise floor (pedestal)

Signal value @ 10pe 235 #DAC / 1.300V 137 #DAC / 1.085V
Signhal amplitude @ 10pe (sighal minus pedestal) 50 #DAC / 110mV 83 #DAC / 174mV
Gain (mV/pe) 10.4mV/pe (5 #DAC/pe) 17.4mV (8.3 #DAC)
Jitter - threshold 1 pe @10pe 13ps RMS 6ps RMS
Jitter - threshold 3 pe @10pe 8ps RMS 6ps RMS
With 100nF DC block (for voltage gain & BW meas.) 18mV injection 18mV injection
Signal Value 267 #DAC / 1.371V 41 #DAC / 0.884V
Signal amplitude (signal minus pedestal) 81 #DAC / 175mV 179 #DAC / 375mV
Voltage gain (before 50 ohm bridge => factor of 0 .5) 4.86 VIV 10.4 VIV
Bandwidth, after discriminator (At 10% T50% meas.) At : 150ps / 660MHz At : 360ps / 280MHz

With 1pe-=160 fC

C.de LaTaille

185-187 #DAC / 1.196V 216-224 #DAC / 1.259V

Electronics Tutorial IEEE/NSS Seattle

meqga

340-342 #DAC / 1.514V
115 #DAC / 1.038V

226 #DAC / 476mV
47.6mV/pe (22.6 #DAC/pe)

8ps RMS
8ps RMS

7mV injection

192 #DAC / 1.2V
150 #DAC / 320mV
22.5VIV

At : 400ps / 250MHz
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PETIROC?2

[http://omega.in2p3.fr] meqga
32 ch SiPM GHz readout ASIC, dual polarity,
100 fC-400 pC, 6 mW/ch

— RF, common emitter SiGe fast amplifier, DC coupled to
detector, GBWP 10GHz@1mW

— Fast SiGe discriminator, BW 1GHz @ 1.5mW
32 trigger outputs and multiplexed data output

« Embedded 10 bit ADC and 50 ps TDC W

« Dual threshold : first phot d

ual thresnola : 1irs otons ana ener

weeroc
Channel 31
Channel 0 Time to Time<0> Outpuss
Vth time ﬂ RS latch — amplitude . X

A Positive or - converter _/ ] Time<i>

negative Time measuremen t ADC ramp'

% input _
;_3 Data_out
V —A— 2
IVd o
" Al
inpu B
T DAC + i _@—— Chargeci>
—— Charge measuremen t ADC ramp Charge<31>
lz]—: Multiplexed_charge
o Vth| charge
Temp 10-bit
Bandgap sensor DAC % D—: OR32_charge

_bi 32 trigger outputs
aocramp | | B0 de:]\; ::ac:ofsr hold M
£ T)oR32 D—o OR32_time
Common to the 32 channels :

C.de La Taille Electronics Tutorial IEEE/NSS Seattle
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40 Gb/s transimpedance amplifier

« « Simple architecture »
CE + CC configuration

SiGe bipolar transistors

CC outside feedback loop

« pole splitting »

modeling
the PD

-

1

i

4L

pp L

1 kQ2
_JHCPD
100 fF

900 | [Re

input:

8 nov 2014

C. de La Taille
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A few (personal) comments me

Strong push for high speed front-end > GHz
— Essential for timing measurements
— Several configurations to get GBW > 10 GHz
— Optimum use of SiGe bipolar transiistors

Voltage sensitive front-end
— Easiest : 50Q termination, many commercial amplifiers (mini circuit...)
— Beware of power dissipation
— Easy multi-gain (time and charge)

Current sensitive front-end
— Potentially lower noise, lower input impdance
— Largest GBW product

In all cases, importance of reducing stray inductance

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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Summary of transistor level design

« Performant design is at transistor level

« Simple models
— hybrid T model
— Similar for bipolar and MOS
— Essential for design

Three basic configurations

Common emitter (CE) =V to I
(tfransconductance)

Common collector (CC)=V to V
(voltage buffer)

(current conveyor)
See backup slides

« Numerous « composites »
— Darlington, Paraphase, Cascode, Mirrors...

High frequency hybrid model of bipolar

“BC

77

A

]
\j
H

EC

.

alel

The art of electronics design
8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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Designing a charge preamp...

* From the schematic of principle
— Using of a fast opamp (OP620)
— Removing unnecessary components...
— Similar to the traditionnal schematic «Radeka 68 »
— Optimising transistors and currents

+Vee

./

Input

Output 6
Stage :

: - | IN
Non-Inverting 3 _R\ L\( )‘J o

Inverting

Input Current

Mirror

meqga

Charge preamp

+V,

4
Vee

|
L
CF ?
Ny

Schematic of a OP620 opamp ©BurrBrown

Charge preamp ©Radeka 68

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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Example : designing a charge preamp (2) mega

« Simplified schematic
« Optimising components

— What transistors (PMOS, NPN ?) Ql:CE
— What bias current ? lc,=500pA

— What transistor size ?

— What is the noise contribution of H—{ B
each component ?

— how to minimize it ? l
— What parameters determine the
stability ?
— Waht is the saturation behaviour
— How vary signal and noise with
input capacitance ?
— How to maximise the output Simg':;erg sgr‘:g:ggc of
voltage swing ?

— What is the sensitivity to power
supplies, temperature...

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle



Example : designing a charge preamp (3) mega

Small signal equivalent model
— Transistors are replaced by hybrid T model

— Allows to calculate open loop gain

Vout

Small signal equivalent model of charge preamp
Rt

RN |l

I,
—>

RiEo
RO = Rout2//Rin3//r04

Gain (open loop) :
| Vout/Vin = - gna Ro /(1 + jw Ry Co) |

;:
()
N
ANV

- <3

S

M

Ex : 9, =20mA/V , Ry=500k(2, Cy=IpF =3 6y=10¢ wy=2106 Gpw,y=2 107 = 3 GHz !

Electronics Tutorial IEEE/NSS Seattle
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Example : designing a charge preamp (4) mega

« Complete
schematic
— Adding bias
elements
8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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Example : designing a charge preamp (5) mega

« Complete simulation
— Checking hand calculations against 2" order effects
— Testing extreme process parameters (« corner simulations »)
— Testing robustness (to power supplies, temperature...)

o 108 I —T I 10 .= L Qinj=4.25 pC A Qinj=3.25 pC | Qinj=2.75 pC x Qinj=2.25 pC
g i 1 — 1 HHH i % . Qinj=1.75 pC « Qinj=1.25 pC 4 Qinj=0.75 pC Qinj=0.25 pC
£ ] < o phase (°) 0 g 330
g 4+ magnitude =
-30 § 3.10
10 DN . a
S=EE -50 2.90
; 70 2.70
‘ . ; ‘ | 2.50
1o >~ | 90
B L L o T e e ea T
T 2.30
LI -110 >
| 2.10
i
100 \ N | gl 1.90
-150 1.70
g W 1.50 .
i ~oU{[[}-170 —
101 I . ] _ ‘ ‘ ‘ ‘ ‘
104 106 108 107 108 108 1010 " 0o 10 6 30 40 50
frequence (Hz) 0ns 20 NSmews
Simulated open loop gain - :
P P9 Saturation behaviour
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Example : designing a charge preamp (6)

 Layout

Each component is drawn

— They are interconnected by metal layers

e Checks

» Generating GDS2 file

8 nov 2014

15um

| 1222 =
A || i =
L {
s . i
i w5
s i J
] I
i I
I

28um

Charge preamp in 65nm
Clicpix P. Valerio (CERN 2013)

DRC : checking drawing rules
(isolation, minimal dimensions...)

ERC : extracting the corresponding
electrical schematic

LVS (layout vs schematic) : comparing
extracted schematic and original design

Simulating extracted schematic with
parasitic elements

Fabrication masks : « reticule »

C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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From preamp to chip : Timepix 3...

S s e e s = s — PR —
ojljlof{of{(o]oljo|ol|o|of(ojol|lo]of|lojOolj|Oo|OofjOo|(O||O|OJO|(O|[OJO||O
o Analog Front-end e
— fog Tront-an Digital Region Control (TOKEMN based) -
a
I L -
9! £
0 E O ’ - ::i Timi iii mi E i l: o = =
= i
oflof | [ 2 ENLE]
? o =
|~ | o |H =
of|o = -
— Ring oscilater o & |H A
of|o BA0MHz = = 5
\oNo 5 E —g
Bl o ) -
B Y > »{Time Stamp 14b HEs 2
oo =
Bl [DAC) — L] =
O £ =
B N g
—— 8-Pixel Region — — :[
] O L= L o = = =] = 0 = o = Lo o] = o= L o Loy g = ] O
ojjlc|(ojjo|Ol|o|lCl{Oo|CjjO|(Oj|lO|lOf(O|Oj|ojO||O|O]|C|OJ|C|O|(Of0O]|O E
1 =
= c
@
End of Column Logic g3
— —
¥ ¥ ¥ ¥ ¥
[ periphery data bus w;u Data output block
Serializer { FIFQ
o Vent EFUSE
Bandgap | [Bias gen.] [ Slow contral | (oscillator) ‘
' [

Data_out

I
Data_in  Reset GLB Clock 40 MHz

C.de LaTaille
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Digital implementation global Flow mega

process(Rstb, Clk)
begin
if Rstb ='0"' then
Q <= '0";
elsif rising edge Clk then
Q <= Dj;
end if;
end process;

8 nov 2014 . de La Taille
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ASIC specific flow for digital routing mega

©F. Dulucq

Encounter - jexpjeleciduluca/Projets/ILC/ECALfSkin

Skiroc2 power planning

Skiroc2
clock tree

(M1, M2, M3) =
(blue, red, green)

ncounter - /exp/elec/duluca;Tests/Soc/PowerConsuption/Parisroc2vl

Fli Lo

ErEEORERE R

(a) After completion

Thin gate oxide

M2

M1
Driver (diffusion) Load (poly)

Antennas fixing
(b) Under construction . Breakdown oceurs
u Pentium4 ] Parisroc2 IR drop Analysis
Driver (diffusion) Load (poly) . i . red = drop > 5mV
8 nov 2014 C. de La Taille Electronics Tutorial IEEE/N ( P )
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Post layout simulation (extracted RC) ! !mega

©F. Dulucq

MIN PVT (1.6 ; 3.6V ; -50°C) MAX PVT (1.4 : 3V ; 125°C)

Bazeline = 1.018.863n=

Curzor—Baseline = -262ns

Bazeline = 1.013.863n=s
TimeA = 1.018.611ln=
1,018, 720n=

IncrPFtrRam
InRamInt[13:0
' ITnRamInt[7]
' InRamInt[&]

' InRamInt[5]
InRamInt[4]
InRamInt[3]
InRamInt[2]
InRamInt[1]

v InRamInt[o]

1 violations

TYPPVT (1; 3.3V ; 25°C)

0 violations

4 violations

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle 6
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Electromagnetic compatibility (EMC-EMI) mega

« Coexistence analog-digital
— Capacitive, inductive and common-impedance couplings
— A full lecture !

— A good summary : there is no such thing as « ground », pay attention
to current return

Electronics Tutorial IEEE/NSS Seattle
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(R)evolution of analog electronics (2) mega

* ASICs : Application Specific Integrated Circuits

— Access to foundries through multiproject runs
(MPW)

— Reduced development costs : 600-1000 €/mm?
compared to dedicated runs (50-200 k€)

— Full custom layout, at transistor level
— mostly CMOS & BICMOS

MAROC : 64ch
« Very widespread in high Energy Physics MaPMT readout chip

— High level of integration, limited essentially by power
dissipation and parasitic couplings (EMC)

— Better performance : reduction of parasitics

— Better reliability (less connections)

— But longer developpement time

e Trends:

— Evolution of technologies (see next slides)
— Low power design 300 mm wafer
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Processing of ASICs

* From Sand to ICs...

Lithography.

RETICLE
( Pattern with 0.7 micron
apertures ie 4 X 0.18

i ™ g

Light . . 1
Silicon Wafer Sensitive Ter - .3l : g
Coating. s j /‘ls""’ S 4
( > CREATING > 125 million
TRANSISTORS ON EACH
1 MICROPROCESSOR;

Multiple Layers. WITH FEATURES 1/2000th THE
>350 process steps. Epslparie WIDTH OF A HUMAN HAIR.

Opooooooo
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Evolution of technologies mega

First transistor (1949) SiGe Bipolar in 0.35um monolithic process
(Brattain-Bardeen Nobel 56)
lc):;iact n:IE?tlt}; : i Contacts
/ \ nt poly 7nm gate oxide
SiG SiGe gate /
e

collector

| [ | ] 1
SiGe base npn HBT nMOS Poly Si resistor

5 um MOSFET (1985) 32 nm MOSFET (2010)

channel

8 nov 2014 C. de La Taille




CMOQOS scaling mega

* Reduction of dimensions Wire
— « Quasi-constant voltage
scaling »
— Decrease of W,L,tox ) 1““
— (partial) decrease of V et Vq, p-doping N t

« Improvement of speed as 1/L?

— Improvement of transconductance
as W/L and reduction of

capacitance as WL 35 ,
X —O— High perf.
3 \ —57— Low power
e \ - —A— Standby

« Power increases as k and power
denS|ty even worse = 2r Digita v, 3 (Thick oxidé"dsllice) a
— VDD does not scale as L

1995 . 2000, 2005 ., 2010 . 2015

1000 500 250 130 20 65 45 32 22
Technology Node [nm]
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Evolution of CMOS technologies

 Moore’s law : number of transistors doubling every ~2 years

 Technology nodes (gate length) *0.7 every 2 years

Electronics, Volume 38, Number 8, April 19, 1965

4000 O — N s
e

D-—pwwasnonIe
e e
L
\
t N,
-~
\
~
.
-

LOG2 OF THE
MJNBER CF COMPUNENTS

PER NTEGRATED FUNCTION

meqga

Processor 4004 8086 1386 Pentium | Pentium4 | Core2 3G Core7
Year 1971 1978 1985 1993 2000 2007 2012
Clock 108 kHz | 10 MHz | 16 MHz | 66 MHz 1.5 GHz 2.4 GHz 2.9 GHz

Technology 10 pm 3 um 1.5 um 0.8 um 0.18 um 65 nm 22 nm
Nb transistors 2300 29000 275000 3.1M 42M 291M 1.4G

8 nov 2014
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ITRS 2011 roadmap

WPG. WPC. WPG. WPG. WPG. WPS. WPC WPC. [] 0.7-0.4um

Cd Cd L4 L4 Cd L4 Ed L

4-Year Cycle for Flash after

1998

10
W.P.C.=Total Worldwide Wafer Production Capacity* SourcesSICAS
= WPC. WPC. WPC. WPC
1 Cd L4 Cd Cd
o
o
-
Q
=
o
=
o
I
o
Q
N
w
D
=
e
@
QO
L
L] = 2003/04 ITRS DRAM Contacted M1 Half-Pitch Actual
B = 2007/09/11 ITRS DRAM Contacted M1 Half-Pitch Target
O = 2009/11 ITRS Flash Un-contacted Poly Half Pitch Target
O =2009/111TRS MPU/mpASIC Contacted M1 Half-Pitch Target
2-Year | | | | |
g 3-Year DRAM |

- He .‘-]": I I E.S-YegDMI E}'cle ; E—E'ear Cycle Flash and MP‘U’I I I‘:l T I 2010 Flash pull-in;
Cycle . '9,01 MPU 3-yr cycle after2013
S==1 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011L3-yreycle for DRAM afterpullin

Year 2010 2013 2015

* Note: The wafer production capacity data are plofted from the SICAS™ 4Q data for each year, except 1Q data for 2011.
The width of each of the production capacity bars corresponds to the MOS IC production start silicon area for that range
of the feature size 1;y-ax:s Data are based upon capacity if fully utilized.

http://www.itrs.net

8 nov 2014 C. de La Taille
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MOS and Bipolar ! !mega

7 ©K. Troki (CMP)

%% Example of prices, protc &4

CcMOs 351 AMS 650 €/mm?
CMOS opto 35 AMS 810 €/mm?
CMOQOS HV 35 AMS 1000 €/mm?
CMOQOs 130nm ST 2200 €/mm?
CMOSs 65 nm ST 7500 €/mm?
CcMOs 40 nm ST 15000 €/mm?
SiGe BiCMOS 35 AMS 890 €/mm?
SiGe:C BiCMOS 130nm ST 3500 €/mm?
SOl 130nm ST 4000 €/mm?
SOl 65nm ST 9500 €/mm?
Poly-SOI-Metal MUMPS MEMSCAP 3700 €/cm?

http://cmp.imag.fr/aboutus/slides/Slides2011/02_Runs_2011.pdf
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SiGe technology ! !mega

© R. Hermel
» [Faster bipolar transistors for RF telecom i
— Better mobility and FT Si, Ge,
— Better current gain (beta)
— Better Early voltage
— Interesting improvement at low T
— Compact CMOS (0.25 or 0.35um) for mixe ¢~ 9999999 vl
Temperature (K)
300 200 150 125 100 1
1000 ——T— T T 3
c : ‘/‘/.—“E
g o/.
E /. _~~ SiGe HBT
g wmf 3
: a ;
g 1
= e,
d’aprég [1] A
10 Ip f 1 l L l L l 1 l 1
2 4 6 8 10 12 1
1000T (K™)
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Power and speed with SiGe mega
« BJT :bestg,,/l ratio (1/U;)
— Large transconductance with small %
devices ;
« Speed goes as F=g,,/21C V120
— C~10fF g,typ mA/V ;
— F;~60 GHz for SiGe 0.35pm . TN
— Interesting for fast preamps 0 | , , T loslce
. 0.01 0.1 1 10 100 |
* Not forgetting 100V Early voltage anc
matching performance (A~mV*um)
o V=V Ln(l/lg) e :z;::szzzizy»--\\
» Large swing : Vg ~3 Ug 2N
R ¥ 2
l li 10 ,II&%,:%*

8 nov 2014
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Intel CMOS Transistor Architecture
Evolution In the Last Decade

RERTNENLEIE 90nm/65 nm 45 nm/32 nm

Traditional Strained Silicon High k/Metal Gate +
Strained Silicon

_~ Salicde

SiGe SiGe SiGe SiGe
\ S/D
— \ — -
Silicon Substrate Silicon Substrate Silicon Substrate

CMOS scaling has evolved from classical dimensional scaling to
modern scaling with innovations in structures and materials

C-H. Jan, Dec/10 IEDM 10, San Francisco
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32 nm RF CMOS Technology

= TM1 Inductor: high Q and density

= Passives:
= Precision Resistor
= High Q Inductor
= High Density Decap

HV PA Transistor

RF Transistor: Templates/Modeling

HVPA

RF Models

ww - i M‘F High kiMetal Gate
g __n ! 5 A __‘. nm-'I 5 . ng.. ' - ¥ . »
Transistor: [ A e
— Logic, low power, I/0

- |FET, BJT
Well: Triple Well/Deep Nwell
Substrate: High Resistivity

Basic 32 nm CMOS technology is expanded with many more
mixed signals/RF features to meet RF SoC requirements

C-H. Jan, Dec/10 IEDM "10, San Francisco
8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle




RF 32 nm CMOS Jmega

RFE CMOS Technology Performance Metrics

~ i RF Devices RF Circuits Key De‘{'c‘?
- - Zam  —s | Characteristics
= - (peak fr=445GHz) @ 9@ o MAC/BB, ADC, _
= 400 I 45nm —_ :‘ .. Logic Transistor DAC Idsat, Idlin, Vt, Ioff
ey A (peak fr=395GHz) g8l ‘25‘ . |ADC, DAC, Gm, Rout,
g i v @il Analog Transistor MAC/BB PR
s | 300 T 3 . '.- — — —_- i il :
o B RF Transistor PA, Mixer, T/R | fT, fmax, 1/f N
o = v, Switch
+~ 200 | 90nm —> AR . . ]
S - (peak fr= 209 GHz) x X e Ron, Linearity, f5, fuax,
- P . PA Transistors e
- i by Efficiency, Breakdwn V,
3 i

100 + x o |apbc,pac, BB |, |

i ’ ~ | Filter, others e
0 i R bl —— Linear Capacitors FLL, VCO C, Q, Matching

Varactors PLL, VCO Tuning Ratio, Q, Kvcg,

0.01 0.1 1 e—
nductor/ , Miver
Ids (mA/um) Transformer/Balun | [NA, Mixer

What are the impacts of CMOS scaling on these metrics ?

C-H. Jan, Dec/10 IEDM "10, San Francisco
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« Moore » and « More than Moore » meqga

8 nov 2014

More Moore: Miniaturization

More than Moore: Diversification

Non-digital content
System-in-package

Information
Processing

Digital content
System-on-chip
(SoC)

Baseline CMOS: CPU, Memory, Logic
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Generic MOSFET scaling trends

Novel materials and architectures
http://www.sematech.org/meetings/archives/symposia/9027/pres/Session%202/Jammy Raj.pdf

SEMATECH

New Mat'l/Structure 12 nm + (2015+)
High-K I1l-V Device
MG Intel,
45nm 32nm IEDM 2007,9
2007 2009

S

(Production) (Production)
Intel IEDM2007  Intel [EDM 2009 IBM, IEDM 2009
Non-planar

Intel Tri-Gate,
VLSI 2006
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3D technology mega

* Increasing integration density, ©A. Klumpp (1ZM)

mixing technologies Wafer-to-Wafer
« Wafer thinning to <50 um

 Minimization of interconnects

« Large industrial market
— Processors, image Sensors...

- Planar IC Technologies
SN - - Thinning and Bonding
F conee - InterChip Metallization

O\ ke
- ; ERR SRk
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3D technology in HEP S !mega

© R. Yarema (FNAL)

* Access to 3D via Tezzaron
— 130 nm Global foundry wafers
— 1pm vias (Via middle process)
— Cu-Cu bonding face to face

A PW pm

Bondr

j Transistors interf
Oxide I I A Interrace
Siicon ]' '] pattern on ot PN e AT e ; i
Gumn  DOth wafers | ] | '™
After FEOL Dielectric(SiO2/SiN) «Super-Contact” 5
. (] Gate Poly
fab rl Ca‘te STI (Shallow Trench Isolation)
6 um Super . W (Tungsten contact & via) v
. E Al(M1-M5)
contact (Vla) ‘ Cu (M6, Top Metal)
A
e zarofrdyeind process 2nd wafer
JLI'LY g N
Complete === o —L LR . _— —aLTLII iYL
BEOL Oxide 'I I I I 1 I I ' m! !m 1 12 ur
. ] (] (] ] (] o BN W B o o
processing Silicon 12 um - = e — TR NP R =i * s
e 1. .T LT
Rlclectic(SI02/S i) «Super-Contact” T.T1 .I'Ij i.'l'l 8 |
g CatePoly 1st wafer
STI (Shallow Trench Isolation) 1st wafer
W (Tungsten contact & via) v

N AI(M1 - M5)
‘ Cu (M6, Top Metal)
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Exampe of realization at FNAL mega

© R. Yarema (FNAL)

H’;ﬂ. Mﬂ -,_.-'h_r |D¢|ﬂ'_|'|—|5 Tr'lg|

k-._l.—

_T To nnulug -:-urpm buses

5 Digital time stamp bus Tier 2
l-*L-tL--L.]\..._JLWNMdMu Vias
| | | | | e

g :> b0 b1 b2 b3 b4

Llafalale| | pendan
Amlu#mmp bus

Analog time output bus

ImecT
pulse

Test input SR=
? Out
Y address| D FF

* Data clk

X nddr*ess Token out Read data
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General pixel chip architecture

Pixels: 4 x 4 x ~128 x ~128 = ~256k (262144)
Chip size = ~50um x 4 x 128 = ~2.6cm x ~3cm (Yield maximization required)

Obviously resembles LHCb/ALICE, FEI4, LHCb Velopix and other high rate pixels
— And any other data driven (HEP) chip/system: System on a chip

C.de LaTaille Electronics Tutorial IEEE/NSS Seattle
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Medipix related hybrid pixel readout chips mega

Medipix1 (1998)

1um SACMOS, 64x64 pixels, 170x170um?
PC / Frame based readout

Medipix2 (2001)

Timepix (2006)

0.25um CMOS, 256x256 pixels, 55x55 um?
PC / Frame based readout

0.25um CMOS, 256x256 pixels, 55x55um?
PC, ToT, ToA / Frame based readout

Medipix3 (2009)

Dosepix (2011)

Timepix3 (2013)

Velopix

Smallpix

0.13um CMOS, 256x256 pixels, 55x55um?
PC / Frame based readout
Event by event charge reconstruction and allocation

0.13um CMOS, 16x16 pixels, 220x220um?
ToT, PC / Rolling shutter (programmable column readout)
Event by event binning of energy spectra (16 digital thrs)

0.13um CMOS, 256x256 pixels, 55x551m?
PC; ToT, ToA (simultaneous)/ Data driven readout

0.13um CMOS, 256x256 pixels, 55x55um?,
ToA, Binary/ToT (TBD), Data driven readout

0.13um CMOS, 512x512 pixels, 40x40.m? (TBD), TSV compatible
PC, iToT; ToA, ToT1 (simultaneous)/ Frame based (ZC)

Clicpix prototype (2013)

C.delaTaille

65nm CMOS, 64x64 pixels, 25x251m?
ToA, ToT1 (simultaneous)/ Frame based (ZC)

Electronics Tutorial IEEE/NSS Seattle 03,
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Summary of lecture 2 me

Performant design is at transistor level

More and more functions are integrated inside chips (ASICs)

Evolution of technologies make them more and more performant but
more and more complex

10 ans d'évolution des spécifications techniques pour la réalisation d' ASIC

new “Moore’s-Law” on documentation volume

G. Deptuch, Fermilab seen from the 14" floor at Fermilab perspective

C.de LaTaille Electronics Tutorial IEEE/NSS Seattle
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Waveform digitizers [S. Ritt PSI] meqga

o 4 channels

FADCs 5 GSPS

e 8bits—3GS/s—1.9W  —> 24 Gbits/s 1 GHz BW
e 10bits—3GS/s—3.6 W — 30 Gbits/s 8 bit (6-7)
e 12 bits— 3.6 GS/s — 3.9 W — 43.2 Gbits/s 15KE
e 14 bits—-0.4 GS/s — 2.5 W — 5.6 Gbits/s :

ADC12D1x00 , Outguts

12
+()—’ Di(11:0)

. —>
"2 24x1.8 Gbits/s

IO~ OrQ
—O-» DCLKQ
12

H-O-» DQA(11:0)

12
O~ DQ(11:0)

4 channels

| _  5GSPS
.r — | GHz BW

X 1500.4: 11.5 bits

2 Channell 900€

3 GS/s USB Power
8 bits

2014
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Switched Capacitor Array (Analog Memory) mega
0.2-2 ns 10-100 mW
~——  Inverter “Domino” ring chain \4\
IN
B I N
— | . . Waveform
_ _ _ - __ stored
Out
FADC
Clock O— Shift Register 33 MHz
“Time stretcher”
GHz — MHz e
&j St

8 nov 2014

C. de La Taille
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How Is timing resolution affected?

voltage noise Au

timing uncertainty At

signal height U

me

d

Au U
At [,
Assumes zero
At = Au : 1 aperture jitter
U \/ 3 fs ) deB l
U AU fe f o At
today: 100 mv 1 mVv 2 GSPS 300 MHz ~10 ps
optimized SNR: 1V 1 mv 2 GSPS 300 MHz 1 ps
next generation: 1V 1 mV 10 GSPS 3 GHz 0.1 ps

2014
8 nov 20 C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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Design Options mega

« CMOS process (typically 0.35 ... 0.13 um) — sampling speed
« Number of channels, sampling depth, differential input

« PLL for frequency stabilization

 Input buffer or passive input

« Analog output or (Wilkinson) ADC

* Internal trigger

« Exact design of sampling cell

L2 e
Q—{ Trigger —'\: - - —'\: 3 3 bo

ADC O

|___
|___

|___
|___

H
:
n

2014
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Switched Capacitor Arrays for Particle Physics ! !mega

\ ﬂ E. Delagnes
N LA D. Breton H. Frisch et al., Univ. Chicago
; A CEA Saclay

ThL AR

AFTER

STRAW3

[T r———

PSEC1 - PSEC4

I

e 0.13 um IBM
e Large Area Picosecond
0.35 um AMS Photo-Detectors Project
e 0.25 um TSMC * H
e Many chips for different projects * E‘ZI'K TPC, Antares, Hess?2, (LAPPD)
(Belle, Anita, IceCube ...)
matacq.free.fr psec.uchicago.edu

www.phys.hawaii.edu/~idlab/

Stefan Ritt
R. Dinapoli
PSI, Switzerland

e 0.25 um UMC
¢ Universal chip for many applications
e MEG experiment, MAGIC, Veritas,

TOF-PET

DRS1 DRS2 DRS

------------

(1

=
=
=
=
=

drs.web.psi.ch

2002 2004 2007

2008
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Digital Pulse Processing (DPP) mega

T T T Thr w ARMED  cLk—p»| COUNTER |—} TIME STAMP
J\/_

TRG & TIMING
D FILTER TRIGGER
- ZERO—%
_!\ l RC-(CR) Nsbl
N=12 l +
INPUT ——»{ DECIMATOR
kmM BASELINE au fed Nspk
D=1248 l i i MEAN | l \ l
TRAPEZOIDAL p| *° VAN [P ENERGY
FILTER ftd = Flat Top Delay Nspk=Fear mean
ballistic deficit :
Thr = TRG Threshold ( )\ /" M= Time Constant
K = Shaping Time (PZ cancellation)
b = RiseTime /
AR /
TIMING eeeeee. /0 T2
FILTER TRAPEZOID —fmm—
~ zero crossing ﬁ“‘\\
. Nsbl = Baseline Mean ~ m = Flat Top
a = Low Pass mean
C. Tintori (CAEN)
V. Jordanov et al.,, NIM A353, 261 (1994)
8 nov 2014
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Comments me

« Trends for SCAs

Reduce dead time

increase analog bandwidth

Increase depth, give more latency

Include high speed low noise preamps (NECTAR...)

e Comments

8 nov 2014

Unbeatable for pulse shape analysis or discrimination or if you don’t
know what you want to measure

Ultra low timing measurements (ps)
More power hungry than dedicated front-end (many CdV/dt...)
rarely optimal for large systems

C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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Electronics moves onto detectors meqga

Array with 22 x
22 LYSO pixels

SiPM-Tile: 4x4
monolithic SIiPM
arrays with 22
SiPMs

ASIC-Tie:
2x 32 Channel
TDC/ADC

Interface-Tile:
64 channel
FPGA pre-
processing

PET hyperimage project [P. Fisher]

SKIROC on ILC ECAL

C.de LaTaille Electronics Tutorial IEEE/NSS Seattle 97



Example of SoC : OMEGA « ROC chips » mega

« Use of Silicon Germanium 0.35 um BICMOS technology since 2004
« Readout for MaPMT and SiPM for ILC calorimeters and other applications

« Very high level of integration : System on Chip (SoC)

Chip detector |ch | DR (C)
MARQOC PMT 64 | 2f-50p

d3Proc  [siPM |36 | 10f-200p
— 1
SKIROC Si 64 |0.3f-10p
HARDROC | RPC 64 | 2f-10p
PARISROC |PM 16 | 5f-50p
SPACIROC |PMT 64 | 5f-15p
MICROROC | yMegas |64 | 0.2f-0.5p
PETIROC SiPM 32 | 10f-200p

8 nov 2014 C. de La Taille

http://omega.in2p3.fr

AR0C3 HARDROC2 MICROROC1

SKIROC2

PARISROC2
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Example : SPIROC for SiPM

» SPIROC : Silicon Photomultiplier Integrated Readout
Chip to read out the analog hadronic calorimeter for
CALICE (ILC)

« Ultra low-power 36-Channel ASIC

* Internal input 8-bit DAC (0-5V) for individual SiPM
gain adjustment

« Energy measurement : 14 bits, 1 pe to 2000 pe
— pe/noise ratio : ~11

* Auto-trigger on MIP or on single photo-electron

~ Auto-Trigger on 1/3 pe (S0fC) (0.36m)F Tiles + 1P + SPIROC (144ch)
AHCAL Slab
] 6 HBUs in a row

« Time measurement :

— 12-bit Bunch Crossing ID (coarse time) HBU

— 12-bit step~1 ns TDC->TAC (fine time) T HCAL Base Unit

— Analog memory for time and charge \ - 12 x 12 ftiles
measurement : depth = 16 g‘\

— Low consumption : ~25 W per channel (ing |+ , SPHEUOC
power pulsing mode) L ona

— 4kbytes internal memory and daisy chain HEB

readout HCAL Endecap Board
M. Bouchel et al. “SPIROC (SiPM integrated read-ou chip): Dedicate T m’;gnmfr

very front-end electronics for an ILC prototype hadronic calorimeter modies:

with SiPM read-out,” JINST, C01098 (2011). HLD DIF, CALIB and POWER

HCAL Layer Distributor
C.de LaTaille Electronics Tutorial IEEE/NSS Seattle 99



SPIROC architecture meaga

ValidHoldAnalog /

Chipsat

ReadMesureb

NoTrig

1
|
N Fl
ExtSigmaTM (OR36

StartAcqt

™ Disc;i trlgger)

36

|
|
|
|
|
|
|
I
: Hit channel register [L6 x 36 x 1 bits |
!
|
|
|
|
|
|
|

by

x4, Conversion|*
ValGaih (low ghin or
hih Gain1 ADC
| I
P +
EndRpmp (D?cri \D(
1 IWiIkins n) .
Ly Ecriture .
|
: FIJgTDC : RAM Rstb |
L I < ¢
I ! I
I I Clk40MHz!
1 . | 1
..... | |
| |
] f Startrampb :
I : (wilkinson |
1 ramp) 1
' :
< StartRampTDC | |
h I
e [ preomeras | |
| "8 |
VaIDir!nGray , :
ASIC ValDimGray 12 bits | 7o i DAQ
|
1
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SPIROC: trigger efficiency measurements mega

36-channel S-curves: trigger efficiency

versus threshold (1 LSB =2 mV) P - SiPM SPECTRUM With Aultotrliggler | |
E - ASICNr = 1, Channel = 13, 10 first Cefls, Run260087
/;b;;' 120 r I el = S e e D tima. [00MF copackence all events
[ — Hit Bit = 1
~ 100 = Pedestal -
- ; -
Q [ e
L S0 [ -
R 60 | 50fC 1000 — —]
é’ i injected o ]
w40 - |
QL i o =
20 | - ©M. Reinecke (DESY) -
ot ' ' % A e 10 21 I
4 E 3
0 h0 wsb m/ :
_ _ _ - DAC (m\/) 0 o 0 o0
linearity using the auto gain mode ADC
- MIP response in DESY
and internal ADC 6 GeV electron testbeam
3000
- o [ ASICNr = 1, Channel = 13, Cell = 5 ' J
2500 :_ g m?ﬁ :ﬂns shaping time, 100fF capacitance i
- o | . i
C - L Pixels! |
2000 o :
= < 6o Pedestal MLJ __
1500 j 1[’ i
z sool h' m B
10001 i ’
; : M
500 200— o —
- - lL Jﬂ jh MIP Peak e ]
0 e }m A T
0 50 100 150 200 250 300 200 600 800 1000

ADC tics [12bit]
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@ ;% ASTi2E PDM Electronics

FOV = 9.6°
@ = 350mm

ASSEMBLING

<o

SiPM board
(9 +1 temperature
sensors embedde

Photon Detection Module (PDM) j o i = Ul

Pixel =0.17° = 6.2 x 6.2 mr Front-End board

i e ST p = (2 CITIROC
© 0. Cataneo INAF Palermo T ;%, ASIC)
=
3000
Tfezfesfeafesies7dod DAC GAIN CORRECTION

2500 4 ‘ mean ADC = 2822£0.36
2 20004 10C
§ 1500 { 5C| .
- 20¢ | PDM FPGA Board
i 10004 * (XILINX ARTIX 7)

500 4

0 1 33 T T L

900 1000 1100 1200 1300 1400
ADC
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PET Hyperimage mega

 PET/MRI projekt
— P. Fischer et al. Heidelberg, Philips, Aachen,
FBK Trento

* 40-channel system on chip for readout of
the detectors that generate low voltage
(several mV) signals

 Combined high precision time (~14 ps)
and energy measurements (signal

Integral = energy) — T |y Zix
poca g
« Time of flight measurements with energy
. . . T | SiPM-Tile: 4x4
discrimination " | monolithic SiPM
. o Analog arrays with 22
» Particle recognition, by mass SiPMs
measurement T
. . . . 2x32C
« Medical imaging (SiPM based PET) e TOCIADG
* [M. Ritzert...: “Compact SiPM based Detector Module for Intertace-Tile:
Time-of-Flight PET/MR” on IEE NPS Real Time Digital ‘:‘pg}f““e‘
pre-
Conference processing
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Conclusion mega
« Have fun designing electronics for future detectors !

44

Large collaborations... [V. Radeka]
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Basic design in analog electronics mega

« Three basic bricks
— Common emitter (CE)
— Common collector (CC)
— Common base (BC)

Numerous composites r17
Darlington
Paraphase
Cascode... J

/

Simple models 177
hybrid T model EC CC
Similar for bipolar and MOS

Essential for design Theﬁlrt of

+ Powerful simulation tools . .
| electronics design
Spice, Spectre, Eldo...
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Components : bipolar transistors (1) mega

* Principle of operation : I ,
— Forward bias of base emitter junction injects & —
carriers which are swept in the collector due to 1 o
the high collector-base electric field <
— collector current (l¢) controlled by base- (.
emitter voltage (Vgg) ; e LM
. base e
— Transconductance device : g,, = 9l /Vge
YYYVYY
M

collecteur

n* poly Si

base

Contacts

contact emitter
pt poly n* poly 7nm gate oxide

SiGe base npn HBT nMOS Poly Si resistor

First transistor (1949) SiGe Bipolar in 0.35um monolithic process
(Brattain-Bardeen Nobel 56)
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Components : bipolar transistors (2) mega

State equation :
| L= Isexp(Vge/Ur) |

U; = kT/q = 26 mV : thermal potential

Is = 10-16-10-14 A : technological pararr
size

Very wide validity : nA -> mA
small input (base) current I

lg=1c/By B, >>1is the current gain : a ve
misleading term !

Early effect
Very small dependance of | with collector
voltage (Vg)

lc(Vcg) are straight lines which cross at the same 10 =
«.Early.» voltage-Vg (20-200V)
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Small signal model mega

« Equivalent circuit around bias point

— Signal = small variation around DC operating Collectenr
point (« bias point ») I,
— => Linearisation : signal v,,<< Vgg fes
— Vee > Vee + Vi, => lc=lc(1+v;/Up+..) ase > |
— Tranconductance : g, = 9l /0Vgg = 1/U; VBEL
* 0,, depends only on bias current | and U= kT/q g
« Ex:lc=1mA => g, =1mA/26mV =40 mA/V Emetteur
Schematic drawing of NPN transistor
Input impedance = r 5 C
Base current => Rin = = dVg /dlg= b, /g,
Relatively large : r, = 1-100 kQ .
Ex:lc=1mA; b,=100 =>r, = 2.6 kQ % Vy @ )
Output impedance : r, 1
Early effect : Rout = ry = dV g /01 = V¢/l
V¢ is the Early voltage = 10-100 V E
Large value : 10k-10MQ Low frequency hybrid model of bipolar

Ex :lc=1 mA ; V=100V =>r, = 100 kQ
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Hybrid ® model
e Simple hybrid model :

— Voltage controlled current source
ImVBE

— Transconductance ¢,, = |c/U;

— Large input resistance r; = B, /g,

— Large output resistance r, = V,/l-

Frequency response

Include capacitors :
Base-emitter junction C
Base collector junction Cp

=> (3 varies with frequency :
B (W)= gnZy (W)
Blw)=Bo/[1+]Bo(Cyr + C/Gy]

B(f) =1 for f=1f; (transition frequency)

High frequency hybrid model of bipolar

fr is a function of |- but asymptotic to a max F;

8 nov 2014 C. de La Taille

Fmax=53 GHz @Vce=1.00V; Ic= 4.1e-04 A/lum
Fmax=65 GHz @Vce=2.00V,; Ic= 6.0e-04 A/lum

Y

,h.,.\\

\

0 5
10°

IC/AREA [A/um]

SiGe Bipolar Ft as a function of current

Electronics Tutorial IEEE/NSS Seattle
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Components : MOS transistors

« Strong inversion :
— quadratic approximation
— 1p= Y2 U,Coy WIL (Vs-V7)?

» V; : threshold voltage : technology

lp (roA)

08 |
0.6 |

0.4 |

8 nov 2014

dépendant

* M, carrier mobility, C_, gate

thickness

« Wand L :dimensions =
“designer’s choice”

— Voltage controlled current source

[ NMDS 1040.35 km

¥/ndf |G.4424 |/ 18
P1 0.2068E-01
/ 8.5723

P2
P3 / 0.9377
/

/

Vi

0.2 |

VGS

0.25 0.5 0.75 1

Vs _
<. Jde La Taille

1 I 1 1 1 J
1.25 1.5 1.75 2

Vs (V)
Electronics Tutorial

<&
<

Gate Oxyde
sio,
Substrat P

\ 4

I
Channel Depletion region
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Components : MOS transistors meqgad

Weak inversion ;:

exponential law o |
when Vg close to V-

Linear region

CQuadratic region

I = Ipp €xp(Vgs/NUy) z
(l<n<?2 IRt
Similar to bipo|ar with BO -> o0 ol Subthreshold exponential region
|
|
107 s -
Early effect ] 0.5 1 v 1.5 2 25
Small dependance of I with Vg
.. . : <, _NMOS 10/0.35 um
Similar to bipolar transistor, but £ Ve 5 123
smaller V, R
Voo 1.3V
]
Body effect %
Effect of back gate : change in effective =
channel thickness Ves o 0.0V
MQOS is a 4 terminals device Vo 0.7V
2 2.5 3 ‘ 3.5
VDS
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MOS hybrid ©# model :

Small signal equivalent circuit
Voltage-controlled (V4s) current sourc
Transconductance : g,, = 9l /0V s

« Strong inversion : g, = K,C, WIL I)*
« Weak inversion : g, = Ip/nU+

Input impedance : Cq

Output impedance : 1/gps = VE/Ip
* V. : Early voltage Vg =a L

Capacitance :

* Gate-Source : Cgzg ~ 2/3 Cox W L
« Gate-Drain: Cgp ~1/3Cox WL

Similar hybrid ™ model as the bipolar
9., remains g, (but smaller)

> OO
rm ->

ro => 1/gps

8 nov 2014 C. de La Taille Electronics Tutorial

meqga

NMOSi10/0.3% um

gn (A/V)

lp (A)
C
G e D
I
V)
o gnVI
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Common emitter (CE) configuration mega

« Emitter common to input and output

— Input on the base Common emitter

— QOutput on the collector configuration R

— “common source” with MOS Vo
R,

P
« Low frequency characteristics ﬁ})
— Input impedance Rin =r_ (=py/g,)

— Output impedance: Rout =ry (V)
— Voltage gain : G = v /v, = -0, R,
— Inverting amplifier

Transconductance stage o [ = | ,:_E b
Large Zin : voltage sensitive input ) () =" 6’) ="
Large Zout : current driven output 1 J
Transconductance g,, determined e 2l il L L
by bias current I, oV,

Equivalent circuit of CE
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Common emitter frequency response

 Frequency response

Include capacitors : Crr,

Effect of C: Miller effect
= apparent input capacitance C,, v. ()

Cui = (1 +9nR)C,

Gain : Av =-g,,R//[1 + joRg(C,+Cy,)]

Ex : Rg=1 kQ R =20kQ g,,=1 mA/V

C,=0.5 pF =>C,, = 10 pF tau=12.5ns

 Time response

— H() = F1 { 1/jw RI(1+jwRC) }

=R[1-exp(-{/T1)]
T=Rg(C+Cyy)

Similar calculation as photodiode preamp

« Slow configuration

8 nov 2014

C. de La Taille

mega

RetRgp of .

cH A > 2
Y

ROl

——AAA—

C,=2.5 pF =

= )
> B
™~ 3
S =
fo=12 MHz
el
10 \‘
T
\\ Q.6 }
\ A
\ B
h ¥
kY
= [
AY 0.2
Y I
10_1 Ll Ll Lol L Ll i
10° 10° 107 10° 10°
f (Hz)
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Common collector (CC) :

« Collector common to input and output
— Input on the base
— Output on the emitter
— = Common drain for MOS

« Low frequency characteristics
— Input impedance Rin =r_+ ByRe
— Output impedance: Rout = R¢/By+1/g,,
— Voltage gain : Av = v_ /v, = 1/(1+1/g,, Rg) < 1
— Non inverting

out

Voltage follower or “"emitter follower ”
Large Zin : voltage sensitive input
Small Zout : voltage driven output

Unity gain buffer : “the emitter follows the
base”

Frequency response : ~F;
Small apparent input capacitance

me

Common collector +

configuration

S

d

< Von

%

Row

R TV‘ C—!WW_

Equivalent circuit of CC

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle
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Common Base (CB) : mega

« Collector common to input and output

— Input on the emitter Common base
— Output on the collector configuration R,
« Low frequency characteristics R
— Input impedance Rin = 1/g,, —f\/\/\/\/— Vou
— Output impedance: Rout = (1+g,,Rs)r s
— Current gain: A ~1 VmCD
— Non inverting

Current conveyor N
Small Zin : current sensitive input ’ Vi
Large Zout : current driven output = GoE T C}D S Roa
Unity gain current conveyor

B V1= Olply,

* Frequency response : ~F;
— Very fast Equivalent circuit of CB

— Excellent isolation input/output
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Example : simple composites :

e Cascode=CE +CB

— Larger output impedance Rout =

« Paraphase=CC +CB
— Equivalent to non-inverting CE
— Transconductance : g,,/2 E

« Darlington=CC + CE

— Larger input impedance
— Reduced Miller effect

8 nov 2014

Equivalent to CE

(1+9m2/90s1)/9ps2
No Miller effect

Equivalent to CE

C. de La Taille

me

&

Y

C

Paraphase

Cascode

=>

o e

B

Darlington

Loias
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more composites mega

@ Ved'f 2

« Differential pair
— Similar to common emitter
— Input impedance : Rin = 2r_
— Transconductance : i, = 9,,/2 Vinq
— Conversion differential / common mode

)

=

*  White follower : CC + EC
— Closed loop composite B@ |_‘-
— Input impedance : Rin = 3; B, Rg
— Output impedance : Rout = (Rg + r_;)/ B1B>
— Voltage gain : Av =v_ /v, = 1/(1+Rout/R|) ~1

— => super voltage follower
- “Super common base” é

— Input impedance : Rin=1/9,,;9s:Rc
— => super current conveyor

—1—_
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Current mirrors

e Several functions
— Biasing : current source
— Active load = high virtual resistor
— Current amplifier

« Simple mirror characteristics :
— Same Vg => same current
— Input impedance : R, = 1/g,,,;
— Output impedance : Rout = 1/r,,
» Can be increased with composites

— Currentratio: la,/lc; =1
« Can be increased by changing the area

— Several copies can be made

Current conveyor
Small Zin : current sensitive input
Large Zout : current driven output
Unity gain current conveyor

8 nov 2014 C. de La Taille Electronics Tutorial IEEE/NSS Seattle

I,

‘ret

Y

meqga

il o
=

i
_._-{_ /

I—

Current mirror

1

¥ iC2

-
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Output characteristics

« Output impedance

Limited by r0 1/gp¢

meqga

— Can be improved by cascode loyr

or emitter degeneration

« Output swing

— Limited by Vp, : MOS in o

— In bipolars down to few U;

triode region

« Matching

— Systematic mismatch : Early

8 nov 2014

effect, beta...
Random mismatch :

AV;=A /N WL
A ~10 mV*um
C. de La Taille

-

250+

W

-

|

101
50 }
)

%14“
J’D
SREREERERRRRREEE

¥ ‘C2

JJJJJJJJJJJJJJJJJJJJJJJJJJ

Output current of current mirror

Electronics Tutorial IEEE/NSS Seattle
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| 2| AST2N

CITIROC: Trigger Linearity l

Gain premplifier =4*25fF ~ 150 nom. O T TRk R ReR TSR DAC GAIN CORRECTION
Shaping Time = 50ns 2500 mean ADC = 28.22+0.36
Steps of 1,2,3,4,5,6,7,8,9,10 pe > 200 10
= 0
3 o oA 25850 O 3 1600 3 S Co
600; ov;;l'rldf . .207.5.'17 g é’ 20 C & ‘
ol o e o 10009
ol Y A 500 - ]
B I -
900 1000 1100 1200 1300 1400
vV
o 0 g?mobc HIGl-? 2]AIN = 159050 g it gt
E 100 — 1 } "'ﬂ' o R e R e 4" e 4‘,,, e :zﬁ
§ | 111 \ i ] -
SiPM 4 pixel High Gain =150 S w0 | L E
Shaping Time = 50ns Bl | Rl \ ‘\ i =
delay time = 38 x 2.5 ns : | RRRRRRIR =
Temp=23.7°C U, =1V i L L | — i
Resistance = 50 Ohm 20f 1] | 1 I =
Threshold = 922 DAC ~50% of 1 : { | k RURRR ‘L LLELL L \ | ’5 — &
plateau ‘_’_ 200 ‘ b e K 500 " 600 . S0




- Tests on EPTIROC1 (analog version of L
PETIROC2)
+ 1x1mm SiPM Hamamatsu o
« Laser for low light injection = |
— 405nm, Jitter : 28 ps FWMH gooi H
» Petiroc can trigger on first photoelectron WL I
» Petiroc is low noise : single photon =p 1 I ‘} I | } M H | -+

identification

10 pe laser injection
threshold 5pe
Preamp + trlgger

R I

2 ns/div

PETIROCL: Triggers on first pe ‘ !mega

Minimum value (mV)

2 ns/div

1 pe laser injection
threshold 0.5pe
Preamp + trlgger

2 ns/dine3

C. de La Taille Electronics

—— " Irrr fAN1rse~s o~ . aal o



Petiroc : bandwidth issues

Pulser vs SiPM comparison

meqga

SiPM is significantly slower than Petiroc L
— Pulser with 100pF injection capacitance, 10pe injec 110 nH
— SiPM illuminated with laser pulse, 10pe measured Rmﬂ_
— Threshold from 1pe to 9pe P 1
_ _ _ lin | lin —_Cd RL
Petiroc bandwidth meas. : 877MHz with puls 10-300 pF<%> 5-50 Ohm
With SiPm: limitation due to the stray induct: 1 L L

o [o3] [0 ¢]

Preamp output amplitude (pe)

ra

————o—— Preamp Pulser Response Reconstruction
———o—— Preamp SiPM Response Reconstruction

Injection : 10 pe
- Threshold : 1-9 pe
I 1 1 L L I 1 L 1 1 I 1 L 1 1 I 1 L 1 1 I 1 1 I 1 I 1 L L 1 I 1

0 100 200 300 400 500 600
Time (ps)

2.5 5.0 7.5 10.0 12.5 1.0

["13.4029ns [ -33.232 19V



ANALOG CIRCUIT
DESIGN



Analog Design

* Electronic Design Automation Tools and Foundry Access
* Analog CMOS Circuit Design
« Packaging, Interconnect and Systems Issues

Paul O’'Connor, Brookhaven National Laboratory
IEEE Nuclear Sciences Symposium/Medical Imaging Conference

November 8, 2014



Design steps

e Specification
e Feasibility study
— technology selection
— block definition, partitioning
— dlie size estimate
e Initial behavioral design
— user-developed high-level models and hand calculations
e Schematic design and simulation*
e Physical design*
— Transistors and passives, moaules, interconnect, signal and power routing, pad frame
— Automatic layout generators, place-and-route tools where appropriate
e Layout verification*
— Design rule check (DRC)
—  Electrical rule check (ERC)
— Layout-vs-schematic (LVS)
e Parasitic extraction and post-layout simulation™®

— Nominal and corner process, voltage, and temperature
—  Full-chip simulation (transistor-level may be prohibitive)

* Foundry's Process Design Kit (PDK) needed



Electronic Design Automation SEDAZ

Commercial end-to-end tool chains:
— Cadence, Mentor Graphics, Synopsys, Magma. major providers
— Tanner, Silvaco, Zeni-EDA: lower cost of entry
Many specialized point tools (RF, memory, image sensor, MEMS, ...)

Public domain: Is a good
starting point. See also / for Magic, a VLSI
Layout Editor.

cadencel|

Magic VLS| Layout Tool

Current distribution version 7.5

SYNOPSYS

lanner

EDA


http://www-cad.eecs.berkeley.edu/software.html
http://www.cadence.com/index.aspx?lid=home

Essential tools for circuit-level design

e Transistor-level circuit simulator
—  Matrix solution of network equations of your circuit
— PSPICE, HSPICE, SPECTRE are the standards
— Inputs: circuit topology, device models, source driving functions
— Outputs:
— DC bias point, source sweep, temperature sweep
—  Frequency sweep using linearized model of active devices
— Noise analysis in freq. domain
— Time sweep
—  Monte-Carlo facility, samples from user-defined parameter distributions

e Transistor models

— Strike a balance between
e Accurate in all transistor operating regions
e Physics-based
— Surface-potential based
— Inversion charge based
e Computational efficiency
e Simple parameter extraction methodology

— Recent interest in CMOS for high-frequency RF applications and imagers has led to
improved analog models

—  BSIM, EKV, MOS9 for advanced CMOS
— Usually supplied by foundry



SPICE Input & outputs

- T ﬁ 100
Preamp
40n
14 -
iy v - > g e z 20
1 =
B, - \
g 1 2 10
e 3 i =
(e <5 2
=
o 4an
145 7] o 2
: [t b
<>
: 10 100 K TOK 00K ™

Frequency / Hertz

: Noise analysis: equivalent input noise

Schematic entry with backannotated density vs. frequency

node voltages and currents
L
S o o e W e e o e rial
O=EEs & L AR LG Ohed mXu-d | T L '_
- : LTl . |
. 1 B i T
= o = do-Zoslet Bl P e o 1 e ————
] " s T R e e S S z
1 e, ——r"'_'_'__t__'_ : : H
] :: ~ = -4 =20 ] s 40 [ (2] 100 1. .“
——— = TemparaturaiCentiarade 20Cantiaradeldh
| i of Monte Carlo analysis: node voltage vs.
- temperature, 50 runs from parameter
Transient analysis result: voltages vs. time distribution

H. Camenzind, Designing Analog Chips



EDA tools for physical design

e Chip layout (full custom, no pre-designed blocks)
— Polygon-level mask editor with built-in process knowledge
e Design rule checker
— Checks mask geometry, flags violations of foundry design rules
e Connectivity verification
— Layout-to-schematic network comparison
e Parasitic extraction

— Find capacitance, resistance associated with interconnect lines on
chip



Layout with MAGIC

<« 500um — >

3 Q ik

mdk,
= 1L
-

et i I

Analog and digital layout, 1.2um CMOS

#wxaxk top level cell is ./preampflat.ext

C1IN 2 5.00932e-13 C13 OUT VB2 3.8F
Cxxnull2 vss 1.323e-13 Cl14 VSS VB2 6.2F

M1 BGND IN 1 GND! nch M=48 W=87.6U L=1.2U GEO=3 C15 9_1806_18# OUT 1.0F
M2 1 VB1 Vdd Vvdd pch M=2 W=42.0U L=3.0U GEO=3 C16 OUT VSS 2.6F

M3 3 VB1 Vdd Vdd pch W=30.0UL=3.0U GEO=3 C17 BGND VSS 4.3F

M4 VSS 2 3 vdd pch W=12.0UL=1.8U GEO=3 C18 vdd VB1 1.1F

M5 2 BGND 1 Vdd pch M=6 W=83.4UL=1.2U GEO=3 C19 1 GND 404.4F

M6 2 VB2 VSS GND! nch W=199.8U L=40.2U GEO=3 C20 2 GND 79.6F

M7 VSS VB2 OUT GND! nch M=3 W=199.8U L=40.2U GEO=3 C21 3 GND 98.5F

M8 OUT 3 Vdd GND! nch M=24 W=87.6UL=1.2U GEO=3 C22 9_2072_18# GND 1.0F
R1IN 357166.5 C23 VSS GND 439.1F

C3 9_2072_18# OUT 1.0F C24 Vdd GND 447.6F

C4 9_226_18# BGND 1.0F C25 BGND GND 449.7F
C5 1 VSS 2.3F C26 9_226_18# GND 1.0F
C6 BGND IN 8.6F C27 9_720_18# GND 1.0F
C7 vdd 3 3.0F C28 OUT GND 275.9F

C8 9_720_18# BGND 1.0F C29 IN GND 149.9F

C9 1IN 5.3F C30 9_1806_18# GND 1.0F
C10 BGND Vvdd 1.8F C31 VB1 GND 23.2F

C11 OUT 3 4.2F C32 VB2 GND 96.3F

C12 vdd VSS 1.1F .END

Circuit netlist extracted from layout w/
parasitic capacitances

C e

Mixed-signal circuit, 6x105 transistors, 0.25um CMOS



Graphical Design Rule Check
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I\/IuItiEro'!ect services for low-cost Erototxging

e Organize regularly-scheduled multiproject runs (MPW)

e Collect and merge designs and provide production-compatible masks to foundry
— Share costs among users
< mask-area weighted
e Access to latest production processes from major foundries
—  CMOS, BICMOS, SiGe, CIS, (GaAs, InP, MEMS)
e User support:
— design kit
— models

—  parametric process data

e process control monitor and reference design probed after each MPW run

e statistical process database

e quality/yield monitor
— access to wafer thinning, dicing, wirebonding, and packaging services
— low-volume production



Multigroiect services

e Multi-foundry:
— MOSIS WWW.IMosIS.org
— Europractice
— Canadian Microelectronics www.cmc.ca

e Foundry-based:

— TSMC C/‘MC

EUROPRACTICE]

— Global Foundries www.globalfoundries.com
— XFAB
— Austria Microsystems Wwww.austriamicrosystems.com
— TowerJazz Semicond. WWW. Jazzsemi.com
LI Tﬂwﬁialz
t%ﬂ% >v< Fw We build more than walers. We build trust.
ﬁ GLOBALFOUNDRIES €3 austriamicrosystems

a leap ahead in analog

10


http://www.imec.be/europractice
http://www.tsmc.com/
http://www.xfab.com/

e

S

2500

2000

$/chip (25mm?)
[EY
o
S
o

=
o
o
o

500

Cost comparison

B ¢ mixed-mode CMOS
° B CMOS-SiGe —]
ACMOS-HV
L
L 3
&
¢ 3
B L
4
0.2 0.4 0.6 0.8
Feature size (um)
MOSIS 2014 MPW schedule
WWW.MOosis.org

11



Example: foundry MPW schedule

Tegm}lugv 2012
de

12



Costs

$3,500

$3,000

$2,500

$2,000

$1,500

$1,000

$500

$0

Mask set

mask set cost ($K)

Engineering run

0.4

0.2 1

0.1 1

035pmum 0.25pum O0.15pm 0.13 um 0.90 nm
Technology

65 nm

0.8

0.7 1 B Cost/run ($M)
0.6 - B Cost/mm”2 ($)
0.5

unb l

|

0.5um 0.35um 0.25um 0.18um
Technology

0.13um

(typical engineering run = 20 wafers)

13



Cost of volume fabrication

Total Production Cost[k$]

10k

100

=
~

wafers

1k

10k 100k

Number of Chips

— 1k
100&.
o
e
(&]
)
o
10 2
10
g
1M

14



Technology introduction roadmap

MOSIS and Semiconductor Industrx Association

Technology node (nm)

400

300

200

100

500 \

\

\\ \MOSIS
AN
O\
SIA W, i-—__.
N :\.\:
i &
1996 1998 2000 2002 2004 2006 2008

YEAR

WWW.MOSIis.org
public.itrs.net

15



Analog CMOS Circuit Design

Paul O’'Connor, Brookhaven National Laboratory
IEEE Nuclear Sciences Symposium/Medical Imaging Conference

November 8, 2014



Signal Chain Block Diagram

— Output Stage
— _D

Shaper

Vv

Sampler ADC

— =

N
V4

Preamp

Discriminator TDC

BLS II> I




C

harge Sensitive Pream

Preamp

lifier
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MOS charge amplifier design

e Key parameters:

- Cdez‘l Idez‘l Qmax (dEtECtOO
— Rate, P, (system)
-, K-, 1, (technology)

Key design decisions
— NMOS/PMOS

_Lg

- Cgs/ Ca’ez‘
— Reset system
—  Weighting function



L ow noise charge amglification

e Charge sensitive configuration (active integrator)

for Z,,,|A/| >

v j L(Hdt o,
cC, C,

.
e Gain insensitive to C,., and A,

1
& ® ﬂ Best for

e Jow power

V.(t) / | e /moderate rates
e high linearity




L ow noise charge amplification

e Common gate configuration (current amplifier)

+V
Zin:l/gmb

RL *
1~ R *C,

OouT
—_ 1 %
pu Vour = lin * RL
==
L
in A Best for
I e fast risetime
8 l bC e high rates
J_ e controlled, low input impedance

F. Anghinolfi et al, “NINO, an ultra-fast, low-power, front end amplifier discriminator for the Time-of-Flight
detector in the ALICE experiment”,NIM A533 (2004), 183-187

21



Charge amglifier noise sources

[———— parallel noise

parallel noise
|
|

detector e,

"4 /

series white noise Shaping time dependence

ENC (rm.s. &)

series 1/f noise

o 6. . TR 1060 To0
ts

22



Equivalent Noise Charge ENC

ENC? = 1z e, ,°C,2A,/t + nC,PAA, + ql Asr

€.y serfes white noise spectral density, nV/vHz ~ 1/g,,

Ci, includes contribution from detector, parasitics, and input transistor
T characteristic shaping time

/, leakage current + resistive elements

Noise optimization:
Shaping time and detector capacitance dictated by the application
Determine magnitude of parallel noise
Determine power (drain current) allocation for the front end
Choose an amplifier topology
Dimension the input MOSFET

23



Dimensioning the input MOSFET for minimum noise

Cdet

Choose minimum L for best g,,/C ratio

Increasing M1 width makes e, smaller while C gets
larger

= optimum width for M1 must exist

1/f noise:

White -- two cases :

. Fixed V (fixed current density, fixed fy)

Om € Cgs

C = Cdet

gs,opt

Il. Fixed I (practical case)
Om o Cyst/? [strong inversion]

Cee oo = Cyel3

gs,opt

P. O’Connor, G. De Geronimo, “Prospects for charge sensitive amplifiers in scaled CMOS”,

NIM A480 (2002), 713 - 725

24



Comgosite noise

* Cor= 3 PF o
° t,O = 0.5 HS ,_..
® Pa’/ss =1mW >
hd //eak — 100 pA "-‘ Mﬂ.
e Technology: 0.35 um . ™.
NMOS . |
5, 100 '2-
: . . & 3 8 d
- Optimum width for series S~ = 3
noise is a compromise i T /
between white and 1/f T S ' /
S R A P qupap
components
10 =3
1-10 0.01 0.1 | 10
~g/Cd

w— gernies white
* Ut



Optimizing the input MOSFET using advanced models

Series noise “capacitive match” problem:

ENC? = ENC2, + ENC? yand g, depend on region of
operation:
ENC2, = 2""1 e?,(C,+C, )’ ¥
Fo y O
» _ 4kTny
€now = g weak  1/2 gl /nkT
ENC? =a,7—F— Ke (C, +C, ) strong  2/3 \/ZuCoxﬂ I
COXW In L

How to handle moderate
Inversion?

G.De Geronimo, P.O'Connor , V. Radeka and B. Yu, “Front-end electronics for imaging detectors”, Nuclear Instrum. Methods A471 (2001) 192-199

P. O'Connor and G.De Geronimo, “Prospects for charge sensitive amplifiers in scaled CMOS”, Nuclear Instrum. Methods A484 (2002) 713-725

L. Fabris, P. Manfredi, “Optimization of front-end design in imaging and spectrometry applications with room temperature semiconductor detectors”,

IEEE Trans Nucl. Sci., 49 (4) ,1978 -1985, Aug. 2002

M. Manghisoni, L. Ratti, V. Re, and V. Speziali, “Submicron CMOS Technologies for Low-Noise Analog Front-End Circuits”, IEEE Trans. Nucl. Sci.
49,1783-1790, Aug. 2002 26



Simplified EKV model for hand calculations
* substrate-referenced compact MOS model

« small, physics-based parameter set
e continuous modeling of weak to strong inversion
e simple set of equations valid for saturation:

g, 1 1
Inversion coefficient  i=1,/1, I, n-U; f(i)
W KT
| =2ngB-U? =u-C,— U, =—
0 ﬂ T ﬂ L T q CGS ) 1
Il wee, 3 f(@)
Interpolation function : 2

f (i) =%(\/1+ 4i +1)

short-channel effects not modeled 4kTng,, -

C. Enz, F. Krummenacher, E. Vittoz, “An Analytical MOS Transistor model valid in all regions of operation and
dedicated to low-voltage and low-current applications”, Analog Integrated Circuits and Signal Processing 8, 83-114 (June 1995) 27



d., VS. Cs vs. scaling

L:= .18n
0.1
500 pA
0.01
O AV s e I . S50 puA

1107 = = — A ——

4 [ T il 5uA
Lt e
1107

1107 11074 1107 110712 110712

Cs F
NMOS (upper)  PMOS (lower)

Strong inversion:

Om ~ \/CG
Omn ~ 3gm,p

Weak inversion:;
g, ~ const.

gm,n = gm,p

28



White series noise vs. C;/C, vs. scaling

L= 0.18p
110
S uA
1-10°
1 50 pA
ENC,,, rms e 500 pA
100 P e — =
190 0.01 0.1 1 10

Ce/C,

NMOS (upper)  PMOS (lower)

29



White series ENC, C. ,,/Cpet VS. Cper

$

NMOS

PMOS

100K

NMOS, 0.5um technology, t,=50ns

10k |

[rms e]
=

ENCmin

100 |
g —e— 1pA (3pW)

—m— 10pA (30pW)
——— 100pA (300pW)
1 " T A |

10 1 I I A |

4 100m

Co/Coer

----- 10m

100f 1p 10p
CDET [F]

For fixed power budget,

Cper, Weak inversion
ENC «

Cper?4, strong
inversion

10k ¢ — — :

PMOS, 0.5um technology, 1,=5us

.
.

.
LI
..,

10

—8— 1pA (3uW)
—m— 10pA (30pW)

—— 100uA (300pW)
1 L IR S S S T | L I T S B

100f 1p 10p
CDET [F]

Power allowed to scale with Cpgy:

ENC o Cpgr2

De Geronimo et al. , NIM A 471 (2001) 192 - 199

100

11

1
p

4 100m

om

m

30
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Optimized noise vs. power

(MOSFET optimized at each power level and shaping time)

Shaping
1000 time:
— 10 ns
\ — 30
N 100
@ \\ 300 Note:
7))
— 1000
E 100 \\\\ —3000 |(PdN <04
8 \ \ NdP |~ :
Z \
\\
\,
10
10 100 1000 10000
Power (uW)
Cd = 1pF

0.25 pm CMOS 31



ENG,,; [r.m.s. electrons]

0.25um CMOS optimized noise/power

1000 [ ———— —— ——r

E TSMC 0.25pum - P ., =1mW, C, =1pF

7y ;
100 |-

L 10-4

[ —— Nch - L=0.24um
Nch - L=0.36um 1

| —=— Nch - L=0.48um ]

—o— Pch - L=0.24pm \e_
Pch - L=0.36pum
10 1 1 Lol 1 1 Lol L1
10° 10" 10° 10°

Peaking time , [s]
Enhanced noise model incorporates:

Gate capacitance bias dependence

» Gate-source and gate-drain overlap capacitance
» Length-dependent 1/f noise coefficient

« 1/f¢ behavior of low-frequency noise

o W]

Pd [o]

1000: T T Illlll| T T IIIIII|
A
S 100f
45 F
ko)
[}
%)
S
T2 10¢
3 :
zZ
L
TSMC 0.25um - P, =1ImW, 7,=1ps
’ | i v
io“ 10" 10" 10"

Input capacitance C,, [F]

L > L, in most cases

P<P

nax With C, small and 1/f noise dominant

G. De Geronimo, P. O’Connor, IEEE Trans. Nuc. Sci.52,3223-3232 (2005)
G. De Geronimo, “Low Noise Electronics for Radiation Sensors”, in Medical
imaging: Principles, Detectors, and Electronics, ed. K. Iniewski, Wiley (2009) 32



Choice of PMOS vs. NMOS

q
— PMOS lower 1/f noise I Gmp V5 |
— NMOS white series noise 10 A AT A
advantage over PMOS diminishes L8 i T, )
each generation ) . /
— PMOS can be operated at reverse .
Vs to reduce bulk resistance /
noise ! LT
— PMOS lower tunneling current at o
ultra-th|n tOX " Inversion Coefficient

— Single-supply operation of PMOS-
input preamp awkward:




Minimum series noise

e |nput MOSFET fully optimized:

ENCsw,opt ~ \ I(Tcdet W’%
ENCl/f,opt ~ \ KFCdet

e Key ingredients for low series ENC:
— flow C,,;
— long t,
— Short 7,
— low K,

7., = electron transit time
under the gate
=Cq/ On

34



Gate resistance noise

.r- ) .. FET with interdigitated layout
e Polysilicon gate is resistive:

G
Pooly 25 (Usq. T
Psilicided poly 4 €Xsq. Wi/n
resistance of non-interdigitated gate: l
W G
Ry = Py L
n gate fingers
series noise due to gate resistance: h=4
e, = 4KT -R,
Layout Req Req
driven one end driven both ends
Single finger Rg/3 Rg/12
Interdigitated Rg/3n? Rg/12n?
n fingers

35



Bulk resistance noise

e Resistive substrate couples to the channel via the back
transconductance g,

e Substrate resistance is distributed.

leads to noise in the channel:

2 _
Idb_

-VSS

e Minimize by reverse biasing the source-substrate junction. I



Layout techniques to reduce gate and bulk
resistance noise

Waffle iron layout Substrate contacts, guard ring,
multiple gate fingers contacted
both ends

Drain connection

Source connection

37



P

ream

reset — requirements

sig

L

Cdet

heak

all charge preamplifiers need DC
feedback element to discharge
the input node and stabilize the
bias point

usually, a resistor in the MQ — GQ
range is used

monolithic processes don't have
high value resistors

we need a circuit that behaves
like a high resistor and is also

insensitive to process,
temperature, and supply
variation

low capacitance
lowest possible noise
linear

38



Pream

lifier reset — monolithic techniques (1

,—)

in

Z

s,

n - Re{Z. }

4kT

in!

Physical resistor

- always accompanied by parasitic capacitance
- de-stabilizes circuit and increases noise
- noise higher than 4kT/R by factor ~ RC/t,,

RESET

e [T\ Cﬂ““\‘\/'j

L TR

Q;&A =
AU C.sd sw

J

msw

Pulsed reset by MOS switch

- sampled noise VkTC.

- Qi Noise from switch control voltage

- leakage current integrates on output node dV,/dt = I, /C.

il

I

1S

-O--=
qKTst
i\
Ce
NN
\/

39



Preamplifier reset — monolithic techniques (2
Single Vhias O'Connor et al., TNS v44 n3 (1997)
De Geronimo et al., NIM A421 (1999)
MOSFET .
_[_;\P.’_U TE N De Geronimo et al., TNS v47 n4 (2000}
(ﬁf CT,'N ﬁ,‘: - provides effective current gain -N
- full compensation (high linearity)
_ - - minimum noise (thermaly
u - requires baseline stabilization
T - can be realized in multiple stages
RYA
Vd
Low Frequency
Feedback Loop Ibias
Krummenacher, NIM A350 (1991)
Ludewigt et al., TNS v41 n4, (1994)
Vdd — [ Vref Vandenbussche et al., TNS v45, n4 (1998)

Manfredi et al., Nucl.Phys.B 61B, Proc.Suppl. (1998)

- noise can be high
- requires baseline stabilization at high rates
- compensation an issue
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Preamplifier reset — monolithic technigues (3

Santiard et al., CERN-ECP/94-17 (1994)
Chase et al., NIM A409 (1998)
Sampietro et al., Elec.Lett. v34 n19 (1998)

R-Scaling

It - noise can he high (large values of R and N required)

- linearity an issue
A II: - parasitic capacitor an issue
- compensation available in some configuraitions

- requires baseline stahilization

Blanquart et al., NIM A395 (1997)
Blanquart et al., NIM A439 (2000)

1L
S_Iew—rate -,—,FI - MOSFET operates in saturation only when there is signal activity
Limited - naise can be high (it requires Ibias > Idet)
f:':f - parasitic capacitor an issue
- suitable for Time-Over-Threshald processing technigues

- requires baseline stahilization at high rates
' - linearity an issue
z

- compensation an issue




Nonlinear Eole-zero comgensation

=y
[ [ |
I | |
CF cC
IN ,\ l\

VG ®

G. Gramegna, P. O’Connor, P. Rehak, S. Hart, “CMOS preamplifier
for low-capacitance detectors”, NIM-A 390, May 1997, 241 — 250.

Classical
— RF-CF=RC-CC
— Zero created by RC,CC cancels

pole formed by RF, CF

IC Version

CC=N-CF

(WIL)ye =N - (W/L)\,e

Zero created by MC, CC cancels
pole formed by MF, CF

Rely on good matching
characteristics of CMOS FETs
and capacitors
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Preamp reset with nonlinear PZ compensation — experimental results

Channel integral linearity error [%]

linearity
0.2 ——— .
[
01t ° .
L .. ® o ¢
00+ \‘ o i
[
I o) o Tlps
° Gain ~ 200mV/fC
o1l Ciag = 200pF |
C,+C ~1.5pF °
| ~1nA
p
-0.2 . '
0 6 9 12
Injected charge [fC]

15

Channel output voltage [V]

N
o

=
ol

=
o

o
(&)

o
o

output vs pixel leakage current

C,+C ~3pF
Q=~11fC

Gain ~ 200mV/fC
|, ~250pA +70nA
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com Eensated reset system

e Advantages:
— near theoretical noise contribution

— accepts detector leakage current over wide range
e allows DC coupling of detector to preamp

— compensate the parasitic preamp feedback pole with a precisely matched
Zero
e allows crude single-element feedback

— Insensitive to variations in supply voltage, temperature, and process

— Internal bias circuit needs no external adjustments
e same circuit works for any detector, gain, tp

— easy to implement programmable gain
e Drawbacks:
— only works in one polarity

— DC leakage amplified by same factor as signal
e requires BLR in 2" stage

— large area consumption



Secondarx noise sources in the preamp

— g2 and ig,? are effectively in parallel with the
input transistor

— Their contribution to input (white) thermal
series noise is (gmg12/Im1)?.

— We minimize their g,, w.r.t. that of M1
— Umpi2 = V2pC o Wig/L

— use low WI/L (i.e. long-gate) devices with
large or degenerate with source resistor.

— Keep W/L as small as possible (thus V-V
large) while keeping Vpg > V-V

— Various ways to optimize.

MB2

M1

MB2

MCAS
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Second-stage noise

PREAMP

| SHAPER
¢ |
== 1—\:}-—
]
{)——‘ > ; Co—AnN- 1—1‘
é'—gab eﬁ I 'E.B KB \3“1
]

[

Transform eg to the input:

L .
Sl

O
oI
Co
EBJ{(CD;{CF‘FI) ('BEA

ENC, C, (R
ENC, C, |R

D A
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Shaper and baseline stabilizer

Shaper

BLS
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Inteqrated shaping amplifiers

Limits the bandwidth for noise

Gives controlled pulse shape appropriate for
rate

Control baseline fluctuations
Set slope at threshold crossing for timing
Bring charge-to-voltage gain to its final value

By its saturation characteristics, sets upper
limit on Q,,

. Feedback circuits give the most stable and
precise shaping
— At the expense of power dissipation

—  Poor tolerance of passives limits accuracy of
the poles and zeros

. High-order shapers give the lowest noise for a
given pulse width

Shaper Characteristics

hu(®)

o |,

first and second moments

- |het)[dt

h'(t)[” dt

¢ slope at threshold
crossing

n'(trc)
where h(t,.) =V,
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Pulse shaper — matched filter with compromises

e calculation of matched filter
— Incomplete knowledge of noise spectrum
— Incomplete knowledge of input waveform

e exact transfer function difficult to realize in practice

e optimum filter requires a long time to respond constraints:
— pileup < limited rate capability *hoise corner
@ .. ety ‘rate!
» “pallistic deficit charge collection
— Input charge is not a o-function *preamp decay

— width of impulse response must be >> duration of input charge waveform

FIVANEIVAY.
A N VAN AT
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Pulse shaEing filters with real Eoles

Simplest filter: CR-RC

e — T = RC
e

1..___
C
é’TFV S b
QS(_{.‘] = R ¢ =

L e

CR-RC", unipolar semiGaussian

- &nQl

Ce —j—— . ) ;/;\
‘;[ 0-— - .___".._.i _‘> R ‘}..WI
G 5t) T‘:o o ) c-;‘_- j
. —_—

n-i ;nkamhms

CR2-RCn", bipolar semiGaussian

QN

e asymmetric response

* Identical real poles
* Symmetry improves with order n:

increasing n

Normalized step response

00 02 04 08 08 1.0

* Area-balanced
* Derivative of CR-RC"
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Properties of real-pole semiGaussian shapers

unipolar CR-RC" bipolar CR2-RC"
()
hu(l) etp é_tpl
t
t
c—— t, —
—t, >
S (ST)2 2
T
H = H S)= = —
U(S) (l+ST)n+l ( ) (1+ ST)nJrZ a)max nr
ny o L(t) g h(t) = ——— (lj e [t—(n+1)7]
“()_H e (n+1)1z\ 7
t,=nc ty=(N+1-+vn+1)r
t.=(n+Dr

t,=M+1+vn+1)r 51



Complex pole approximation to Gaussian pulse

Shaper Pole Positions

6
u
1 4
n
n 1 2 ™mHz
T ‘ 1 - 1 1 O
10 -8 6m4 -2 0 ,
_
1 -4
H
-6
- Gaussian --lk- A CR2RC6

Ohkawa synthesis method (Dhkawa, NIM 138 (1376) 85-32, "Direct

Syntheses of the Gaussian Filter for Nuclear Pulse Amplifiers”)
For given filter order, gives closest approx. to a true Gaussian

More symmetrical than CR-RC" filter of same order for same
peaking time

Noise weighting functions:
I
I

I,cumplex/ II.ER-R[: =118 Series

/y cpe = 0.81 parallel

2 complex

52



Shager ogtimization

Amplitude

Shaper type rel. noise

— 5M-order complex (0.62)

RC-CR4 (0.68)

**** RC-CR (1.0)

pu— Cl

Sallen-Key Lowpass

IE
o D%I

L
l

Multiple Feedback Lowpass

* For a given rate-handling
capability, high-order shapers
have lower noise.

* Adding an extra shaper stage
can reduce noise more than
putting the equivalent amount of
power into the preamp.

* For a given shaper order,
complex pole constellation using
second- or third-order active filter
topologies minimizes noise.

Shaper Pole Positions

6
]
4
"
[] 2 MHz
A 0
1o 8 W4 -2 P
n
. -4
|

-6
-l -- Gaussian --- - A CR2RC6 53




Baseline stabilization

Baseline can move due to:
1. DC coupling to detector with

variable leakage

2. Temperature and power supply

drift

with AC coupling

Rate fluctuations in a system

(1) and (2) can be prevented by low
frequency feedback circuit:

IN 4{Preamp Shaper

Low Pass

<

REF

Compensate with nonlinear element or gating of the feedback circuit

Result:

10

Vdd

Output Baseline [V]

But this introduces unintended AC coupling:

Gain [}

-
man

[ Gain = 200mV/iC

[ 1,=1.2us

LT

1010

10°E
10°F
10'F
10°F
10°F
10°F

Detector Leakage Current I, [A]

' Sirhulat'ed G'ain

without feedback

with feedback

103 I I I L L L L L
107 10 10° 100 10° 10° 10* 10° 10° 10

Frequency [Hz]
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Area balance after AC coupling

* Unipolar pulse:
* baseline displaced below 0
* instantaneous rate fluctuations cause baseline to wander

A A A A

* Bipolar pulse:
e each pulse is area balanced, no detrimental effect of AC coupling
« penalty is higher noise, longer occupancy per pulse
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Outgut stage

Output Stage

>

Vv
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Output driver

source follower

IIoad < IQ

|8
Vload < VDD

» class A: high standing current
* can't swing rail-to-rail

Hogervorst ref.

class AB common source

» class AB stage can source or sink
currents >> quiescent current
« cOmmon-source stage can drive rail-to-rail
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Further Reading

LOW-NOISE TECHNIQUES
IN DETECTORS

Velfko Radeka
Brookhaven National Laboratory, Upion, New York 11973
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. INTRODUCTION

The question of “rowe” ariss in neasurcnments on nuckeas partiie whes
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¥
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Analog samgling

Sampler
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Candidate sampling/memory cells in CMOS

Sample/hold using switched Peak Detector (PD)
capacitor o pea
p ﬁeldk

+VDD

in 4‘ out
J— - out

* small
* low-power
* self-triggered edeadtime until readout
« timing of hold signal: needs CFD for walk- « timing output reset
free operation . : .
_ - « feedback loop poor drive capability
* switch charge injection « accuracy impaired by
« poor drive capability: needs output amp opamp offsets, CMRR,
slew rate
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in

Switched-capacitor track-and-hold

CMOS switch:
— Jlow I

— highG,, 0<V,

TRACK/= = =
HOLD \Y
Vin _/
CMOS
switch
S
Vclk
L
Vout
iV
1
\'/

clkb

Ch

HE-

sig < I/DD

MOS/MIM capacitor:
— well-matched
— Jlow leakage
— linear

Design tradeoffs:

speed — droop rate

speed — charge infection
speed — clock feedthrough
low voltage limits
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CMOS Peak Detector

Classical peak detector
in

v
Improved CMOS versio_n_
in _H:: }__{ E_
hold
:

hold

Diode replaced by current mirror acting as
rectifying and loop-stabilizing element.

Reduced charge injection from sharp
transient at node A(B).

AV, = Vp; AV =V, << Vp

Accuracy, speed, and dynamic range

limited.
o.ov ] in
o5V
te 2008 e 40us
Vout = -1.0017V Vout =-1.0011¥
4 d o
-1.0v Vout
Vpesk .« 10017V Voul = -1.0018
s 10us 20us 30us 40us S0us

"¥Vin Yo Time

M. W. Kruiskamp, D. M. W. Leenaerts, IEEE Trans. Nuclear Sci., 41(1)
295 (1994) 62



The two-phase peak detector concept

Write phase

* behaves like classical
configuration

Read phase

» op-amp re-used as buffer

e offset and CMMR errors
canceled

e enables rail-to-rail
sensing

» good drive capability

e self-switching (peak
found)

l_?/_off 9 5
T E
ICh = 0
1 o

0
C
x -5
©
(O]
o
out £ 10
o
g 15
Voff )
1

|
|

<05V
=10V

20V |
=25V

0.1

1 10
Peaking Time (us)

P. O’Connor, G. De Geronimo, A. Kandasamy,, IEEE Trans. Nucl. Sci. 50(4), 892 (2003)
G. De Geronimo, P. O’Connor, A. Kandasamy, Nucl. Instr. Meth. A484, 533 (2002)
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Track/hold array + N-to-1 multiglexer

N\

: yd
T—T
€I
v _
! 1
! B
L v
| 1
T
v _
1
€I

| -

READ
PNTR

N
7

out

tradeoff of multiplexing
ratio, deadtime

good channel-channel
matching

requires external signal
to control track/hold
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Switched-cagacitor array waveform recorder

/L.

77

/L.

Y L

—> PNTR —

77

Vout

65



Deadtimeless SCA with simultaneous R/W

WRBUS
] RDBUS
Vin Vout

r>/ /[ /% [/

/L.
77

1 1
1 1
1 1
| |
1 1
1 1
| |
1 1

W R

P P

N

S
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Fast matrix-organized SC memory

Pulse shaping
blocks
ARI:;IdiIg;ts . .De/q y-locked /_00,0
fine time sampling
- _J _ e 250MHz analog
! banawidth
|
;D T e == T {>—\- e sampling frequency
/! e l 1-25GHz
Buffers , l ; Analog out
\ A AR Rz PR v Iy L o —D * 400uV fixed-
fp gy = - e T W o~ MR-, l>—\' pattern noise
|
: A El A N e readout rate
P YL = ?—""—[}— 90ns/cell
\ [ *__ _ Phase
cﬁﬁ])g"é-!&g éﬂlm comparators

Reference shift register

E. Delagnes et al., “A Multigigahertz Analog Memory with Fast Read-out for the H.E.S.S.-11
Front-End Electronics”, IEEE Nucl. Sci. Symposium Conf. Record, 2006
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Discriminator

Discriminator

D>
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Discriminator properties and applications

\Rise CL.C;‘B - 1?pF

Vv
Vout = 1 if V(in+)>V(in-)
> 0 otherwise Your | .
- — - \_\\
tpHL tpLH

@

~

Propagation Delay (ns)
>
g

S

w

o 20 40
Overdrive Voltage (mV)

. Characteristics
- ropagation dela 12
7 :0 gvs. overdrivé/ S sweep Vi, 1o rate="1+erf [V‘h—_'uj
e vs. risetime (of input wfm) \%‘\\\ ' o
e vs. load capacitance = @ \'\\\\Q_ = 081 .74
—  hysteresis S % \\ i ej ———————— _—
—  recovery from saturation %‘ \\ ' °
\%\ \\ 0.4
N s _ __
e  Used for S \ 021
| | S M |
—  hit detection (YES/NO) . 0.0 —0000 ; ‘
_ ff/:gg@f 20 30 40 s 50 60 70

amplitude windowing
amplitude spectra (by threshold

sweep)
time interval marker

count rate
d(rate)/d(Vy,)

Noise hit rate in threshold detection:

System bandwidth B, rms noise ¢ =

2
th

~ 0.6Bexp T
(o}

fnoise




CMOS discriminator topologies (1)

Vdd _ . * Main differential pair M1-M2

1 1 plus dual current mirrors
provide gain ~ 500
e Cross-coupled pair M1a, M2a

provide positive feedback.
» Hysteresis level adjustable by
12/11 ratio.
OUTa e Balanced, fully differential
g circuit less prone to feedback
oscillation.

<

L
] [
OUTb Mla M2a

NP

L]
3
—

GND

C. Posch, E. Hazen, J. Oliver, ATLAS internal note 22/05/01



CMOS discriminator topologies (2

[E ;}:I e Cross-coupled pair M1a,
J L M2a provide positive
feedback

e Hysteresis level adjustable
by M1/Mla width ratio

—1¥7
14T
| T
—
—1




Cascade togologx

A A; As A,
IN :!> =!> =!> __ouT
autozero
I
% |/
AN
'\ ref
gain stage
VDD i A\?
gain A, = G/, Overall gain
bandwidth f,=g,,,/22C
| » 0= G’ 7 out Overall BW  f /2" -1
—|v—>— —<—||— 0
= —
T - Cascade gain increases faster than bandwidth
n —— < « decreases as add more stages.
r— —
e Nonlinearities limit n to ~ 5 - 6 in practice.

M.L. Simpson et al., IEEE J. Solid-State Circuits 32(2), 1997 (198)
N. Paschalidis et al., IEEE Trans. Nuc. Sci. 49(3), 2002 (1156) 72



Peak detector as timing comparator

out hold
in I
N
+
hold
@ out
E— |

C,, may be precharged to threshold V. Is free of time-walk



Clocked comparator

M
v,,,+ %

—

I_.__l . Vr)uH—

Vour-

T b

$=0:

M3 holds latches in balanced condition

o=1:
M3 OFF, M1/M2 unbalance latches, positive
feedback gives rapid response

* This topology frequently used in ADCs.

Comparator offset cancellation by autozeroing

o1
/
2
Vin
¢1
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Non-delaz-line constant fraction discriminators

. delay line not available in CMOS
Traditional CFD g Y

o @Di

Non-delay-line CFD /—filter (lowpass or highpass)

O— ™

Simple monolithic implementation

Vshaper(‘/L
o

N
10 E R 3

Ve(®)
O
Venaper(t) i(t)=0 when dV(t)/dt=0, i.e. at
peak of lowpass waveform
Ve(t) independent of amplitude of
Vshaper(t)

Higher-order filter improves slope at zero-cross and
leading-edge sensitivity

1

T e M — T L T T ]
Input Signal. - Two- Pole Inout*: Vingk{1-exp{-1Ap) (1+14p) u(g
B e -~ | *tp=tinisgri?) |
x f / ! i
S 06 & o]
ol ~~Shaping Signals | |
D / L — : .
g g /5 "1
S S A R N '1, Delay-Line CFD: 1d = 1.5036n, = 0.2
> / 2 2, 1P Gauss CFD: fau (sa) = 1.325tn, f = 0.5
0 “\:g T3, 2P Gauss GFD: tau (ea.) = 0.563tin, f « 0.5]
3 4,37 Gauss CFD: tau (ea.) = 0.360tn, = 0.5
0.2 > 5, 47 Gauss GFD: lau (oa) = 0,2651n, f = 0.5]
I 1&f = 210 l |
0.4 et } S

5 6 7 8 9 10
tt,,

B.T. Turko, R.C. Smith, IEEE Trans. Nuc. Sci. 39(5), 1992 (1311)
C.H. Nowlin, Rev. Sci. Instr. 63(4), 1992 (2322)
D.M. Binkley, IEEE Trans. Nuc. Sci. 41(4), 1994 (1169) 75



Analog-to-digital converter (ADC)

ADC
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RESOLUTION (Bits)

ADC architectures

‘ INDUSTRIAL

=]
|

—
.
]

-
na
1

-
=
1

MEASUREMENT
Not shown on this
VOICEBAND,

AUDIO graph:

OATA POWER dimension

ACQUISITION

HIGH SPEED:
INSTRUMENTATION,
VIDEO, IF SAMPLING,
SOFTWARE RADIO, ETC.

= == CURRENT
STATE OF THE ART
(APPROXIMATE)

8

w

Ll 1 1 1 L] 1
10 100 1k 10k 100k 1M 1O0M 100M 1G

. Kester, Analog Dialogue 39(2), 2005 (11)

SAMPLING RATE (Hz)
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Single-slope (Wilkinson) integrator

CLOCK

START Z] COUNTER
e
RAMP -
GENERATOR
| \V
— In+
Il >§OP LATCH
T In-
Ramp Generator
] : dv/dt = 1_/C

et ? STOP

set

START

0. B. Milgrome, et al, “A 12 Bit Analog to Digital
Converter for VLSI Applications in Nuclear Science,”
IEEE Transactions on Nuclear Science, Wol. 39, No. 4,

pp. 771-5, 1992.

e Converts voltage into time interval
« N-bit conversion requires 2N-1 clock
cycles (worst case)

e Dual-edge clocked, Gray code
counter improves speed performance
e good DNL

e Compact, low power

e Easily extended to multichannel

systems
e counter, ramp generator common to all
channels
e Sample/hold, comparator, and output
register per channel

D. Wilkinson, Proc. Cambridge Philos. Soc. 46, 508 (1950)
See also Ann. Rev. Nucl. Part. Sci. 45, 1-40 (1995) for an historical description
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Dual-sloge integrator

, 52 51
r"’g —= (SJ —

Vi o__f‘—‘i{l;_ v Comparator y
Vgt o—e J_:D Control 4 ®in s intarl_obs
logic :

{Vi, is held constant during conversion.) -~ —oPn
Clock K *
f[k = L Boui

¢ Tclk

Yy A
Phase (I) ; Phase (IT)
. (Constant slope)

= —> " Time

T, (Three values for three inputs)

e Compare V;, to reference voltage by
measuring time needed to
charge/discharge C;

» 2N clock cycles per conversion, worst
case

» Result independent of R;,C;,
comparator offset

e Largely supplanted by oversampling
>—A converters in most commercial
markets
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Flash converter

Vret

n |3

@"-1)toN
encoder

N digital
outputs

TR
3 LEVEL ADC
28
s x5 o . e

dE/dX

ENCODER

dE/dX RANGE ADJUST

5 bit output

—>  9bit dynamic range

» N-bit converter requires 2N-1 comparators and
resistors

e Converts in one clock cycle (no latency)

» Comparator offset must be < Vs/(2V)

« Vin must be able to drive large dynamic load of
comparator array

 Resistor string may be tapped for piecewise-linear
transfer function

w 0de

1s

10|

&
Ny
0?5
&

=al-

za.s5-

b b b b b by by a1y Gloevoa bbb Lo o]
G zoAd0e08 T =14 1.6 1.8 = eg G.5 T T = =5 =
Vin (V) Vin (V)

(=) ()

K. Barish et al., Nuclear Science Symposium Conference Digest
IEEE, Nov. 2001, 604 80



Successive A

CONVERT
START
[-—————
TIMING
>
EOC,
OR BUSY
ANALOG
INPUT COMPARATOR Y
O
CONTROL
LOGIC:
SUCCESSIVE-
APPROXIMATION
REGISTER
DAC [-=— 7 (SAR)
OUTPUT
Binary search
Vguess
VREFIE ...................................
— ==
0.75 VREE} - ----- S e ———
: —
0.50 VREF f——ri AR e =1
: e ——
i —
0.25Vreg}h------  — —
' : ]
0 . . |
0 2 3 4 J 6 T

roximation (SAR) converter

» Performs binary search using N-bit accurate DAC

» Charge-redistribution DAC gives 10 bit accuracy without
calibration for typical 0.1% capacitor matching

< With digital autocalibration accuracy improves to 18-bit

< N-bit conversion requires N comparisons

« Sample-and-hold required at input so value to be converted
does not change during the conversion time

Charge Redistribution DAC
Example: 4Bit DAC- Input Code 1011

reset a- Reset phase - Jreset b- Charge phase Vout

=L, Vout -
1. Le % r Lo Lc %c
g s g P2 E E } J - N
’ by (Ish) L 5
Fref Vref
seser  C- Charge redistribution Q=V,.. (8C+2C+IC)=V,op*1IC

Vout

A S R S

8C 2 C . - , -
: I Vier #11C =V, %16C
b, b, b -
! b, (Isb) i 11
= = = = f =V =—"Ve

) | vy s
In SAR converter, CDAC also combines functions of
sample/hold and subtractor
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Pigeline converter

Bit 1, MSB

e Cascade of N stages, each stage consists of a
sample/hold, low resolution ADC and DAC, summing
amplifier with gain-of-2

e Each stage converts one bit and passes the
residue on to the next stage

« N samples being simultaneously processed

e High throughput, moderate complexity, low power
» Only first stage needs full accuracy

e Sub-converter nonidealities can be removed by
digital error correction

 Latency of N clocks between sample and valid data
e Minimum clock rate because of droop of internal
S/H's

e Cannot be operated in burst mode
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Figure of merit for ADC: energy per conversion step

¥

2 ENOB fs

FOM o =

P, = average power dissipation

ENOB = “equivalent number of bits” =
log,(dynamic range)

f, = sampling rate

Expresses the power efficiency of A-D
conversion
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FOM,pc trends —research publications
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B. E. Jonsson, “ADC performance evolution: Walden
figure-of-merit (FOM),” Converter Passion, Aug. 21,
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Time—to-digital converter (TDC)

TDC
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Time-to-am

Const. current charges capacitor for time AT =
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Delax—locked Ioog intergolator

j»mn|_> Charge | Conirol vollags
cop
) vouuga-oorwro!?d?lalqydmin ;
CLOCK JN
40 Mz
Hit > Vomier register
ofe[o[#[1[1]1]3[1]1{1{o[e]0]0]0
Encoder
vV
4 bit fine ime
Variable delay element Phase detector

Vadd

= wi

e Clock (START) signal propagated down a tapped, N-
element delay chain

» Hit (STOP) freezes state of delay line

» Delay per stage stabilized to T, /N by phase-locking
output to input, using voltage control of delay elements
» Resolution T,/N; dynamic range T,

e Extend dynamic range by coarse counter

e Resolution limited to unit gate delay of the technology
e Mismatch of delay elements =» nonlinearity

e Long delay lines more nonlinear

* Easily extended to multichannel systems:
e DLL common to all channels

e Latch, encoder per channel
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K. Barish et al., Nuclear Science Symposium Conference Digest
IEEE, Nov. 2001, 604 87



Vernier technigues

Vernier DLL

tl1>1t2

t, t 4
START ' E>—

P. Dudek, IEEE Trans. Solid-State Circuits 35(2), 240 (2000)

» START and STOP signals propagate down
separate delay lines

» START chain has longer element delay than
STOP

e Measure the stage where STOP catches up
to START

» Stabilize by controlling difference t;-t, so
that N(t,-t,) = T,

* Resolution LSB can be << t, of the
technology

 Area increases linearly with dynamic range
* Less tolerant to mismatch than single DLL

Two-ring oscillator

STOP

START ’
LATCH
—n
stowesc
PHASE
DETECT

STOP

EN
FASTOSC (T2)

—= E—ATI

Lock

detection

First ring ~[

oscillator

Second ring
oscillator

e START and STOP signals are used to enable
triggerable oscillators having a small frequency
difference

e START triggers the slower of the two
oscillators, STOP triggers the faster one

e Resolution LSB is equal to the difference in
period between the two oscillators T1-T2

» Counters record the number of periods of
each oscillator between START and lock
detection

* AT = (n; — n,)T2 + ny(T1-T2)
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Two-dimensional vernier TDC

Delayline (t,)

>

» Hybrid between single DLL and classical

= Time comparators matrix vernier TDC
« shorter length of delay lines to achieve same
. overall delay range and resolution
S N S 2m,-  performance achieved (65nm CMQOS):
o 3;’ — resolution: 5ps
o —range: 0.6ns, 7bit

— power dissipation: 1.7mW

encoders

Output

2172

T2

START

stor—- PP P

T 2171 3’171 N’Cl

Delayline X (t,)

L. Vercesi et al., IEEE J. Solid-state Circuits 45, 1504-1512 (2010) 89



Cyclic vernier TDC for extended dynamic range

« delay cells are re-used for measuring large
time intervals
« digital logic monitors number of laps and
checks when STOP catches START
e good speed/dynamic range/area tradeoff
» performance achieved (130nm CMOS):

— resolution: 8ps

—range: 32.8ns, 12bit

— power dissipation: 7.5mwW

15-stage 5 .

—
Ef E? Vernier Ring A E =% 4

Counter | 5 [

Ne/N;

START siowRing
_7‘{_ Input

—7(_ Fast Ring Q
O

STOP  mu

J. Yuetal., IEEE J. Solid-state Circuits 45, 830-842 (2010) 90



Time difference amplifier

in1

» metastability of cross-coupled NAND latch
can be used to make a f/me difference
amplifier

e output delay difference is logarithmic

At
IN . . .
function of input delay difference
by offseting and subtracting two metastable
transfer functions, a quasi-linear relation
in2 between input and output time difference can
be obtained.
At
out Atout
-
! 1
I T
I B
; Atin
0
o e gains of 2 — 20 over a range up to
3000 { Algy, ps several hundred ps are possible
-5000
-1000
-J20 -100 -20 b 20 100 1p0
* - ) At M. Lee, A. Abidi, “A 9b, 1.25ps resolution coarse-fine time-to-
1000 in,ps digital converter in 90nm CMOS that amplifies a time residue”,
% IEEE J. Solid-State Circuits 43,769-777, 2008
5000 R A. Abas et al., “Time difference amplifier”, Electronics Letters 38,
3000 ) 1437-8, 2004
A. Alahmadi et al., “Time difference amplifier with improved

R performance parameters, Electronics Letters 48, 2012 91



Coarse-fine TDC using time diff. amglifiers

20ps/stage

................................... e similar in principle to SAR ADC

e make coarse measurement of time difference, then
amplify the residue

e generate all possible residues (time cannot be stored)
and select the correct residue for amplification

. e performance achieved (90nm CMOS):

Arbiter « 1.25ps resolution

Ompms,f * 640ps range (9b)

. « 3mW power dissipation
Ux /e——10" DET. e 0.6mMm?2

L ]
L ]
L

4b FTDC

v

Stop

- TP ..

Start_‘L____+E

v

Start[1 '
- fr -

Start[2] f 3

Start[3] §T 0 M. Lee, A. Abidi, “A 9b, 1.25ps resolution coarse-fine time-to-

digital converter in 90nm CMOS that amplifies a time residue”,
IEEE J. Solid-State Circuits 43,769-777, 2008

1
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Pulse—shrinking TDC

S [
1

START STOP

PN

ENCODER
Q Q Q Q
1—D CK| 1—D CK| 1—D CK 1—D CK

_LI\/

=/

.
T

VCNTL

Cyclic version

JL
BH—

Coupiing
Stage

oo

Pulse-Shrinker

Counter

b 16 hit

| ceases

=

e Chain of pulse-shrinking elements

e Change of pulse width At per cell (stabilized)
 After n cells the pulse width shrinks to zero
« Cyclic version recirculates pulse through
same shrinking element; count number of
cycles until pulse vanishes

* Resolution LSB can be << t,, of the
technology

e Conversion time > time interval to be
measured

e Both schemes can be combined with coarse
counters to extend dynamic range

E. Raisanen-Ruotsalainen, IEEE J. Solid State Circuits 30(9), 984 (1995)
S. Tisa et al., Proc. ISCAS 2003, p.465



TDC In FPGA

Modern FPGAs take advantage of the latest
CMOS technology =» gate delays below
100ps

DLL-based or Vernier TDC can be
programmed in firmware

Place-and-route constraints and knowledge
of the FPGA’s clock distribution tree are
necessary to achieve respectable
nonlinearity

Need to compensate for process,
temperature, and voltage variations

Abundance of gates and high-bandwidth 1/0
makes it easy to implement multiple
channels, nonlinearity compensation, other
digital functions.

Resolution, ps
100 150 200
| I |
X
s,
Fd
X
ra
rF

50
/

T T T T T T T
1998 2000 2002 2004 2006 2008 2010
Year

J. Kalisz, R. Szplet, J. Pasierbinski, and A. Poniecki, “Field-programmable-gate-array-based time-
to-digital-converter with 200-ps resolution,” IEEE Trans. Instrum. Meas., vol. 46, pp. 51-55,
Feb.1999.

M. S. Andaloussi, M. Boukodoum, and E. M. Adoulhamid, “A novel time-to-digital converter
with 150 ps time resolution and 2.5 ns pulsepair resolution,” in Proc. 14th Int. Conf.
Microelectronics, Dec. 11-13, 2002, pp. 123-126.

D. Xie, Q. Zhang, G. Qi, and D. Xu, “Cascading delay line time-to-digital converter with 75 ps
resolution and a reduced number of delay cells,” Rev. Sci. Instrum., vol. 76, no. 014701, 2005.
J.Wu and Z. Shi, “The 10-ps wave union TDC: Improving FPGA TDC resolution beyond its cell
delay,” in Proc. IEEE Nuclear Science Symp. Conf. Rec., Oct. 19-25, 2008, pp. 3440-3446.

S. Junnarkar, P. O’Connor, and R. Fontaine, “FPGA based self calibrating 40 picosecond
resolution, wide range time to digital converter,” in IEEE Nuclear Science Symp. Conf. Rec., Oct.
19-25, 2008, pp. 3434-3439.

C. Favi and E. Charbon, “A 17 ps time-to-digital converter implemented in 65 nm FPGA
technology,” in Proc. ACM/SIGDA Int. FPGA Symp., Feb. 22-24, 2009, pp. 113-120.
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(TDC) Implemented in a Field Programmable Gate Array (FPGA)”, IEEE Trans. Nucl. Sci. 58,
1547-1552, 2011
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Not In signal Eath, but imgortant

e Power conditioning and distribution
e Bias circuits

e Electrostatic discharge protection

e Digital configuration switches

e Analog monitor

e DACs

— set comparator thresholds
— trim channel-channel variations

e Calibration pulser
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Packaging, Interconnect, and Systems
Issues

Paul O’'Connor, Brookhaven National Laboratory
IEEE Nuclear Sciences Symposium/Medical Imaging Conference

November 8, 2014



Cost of Interconnect

Relative Interconnect Cost
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Pixel density
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Interconnect issues in monolithic front ends

e Detector — Front End

— Lowest possible capacitance for low noise
— Maintain small form factor
— Ease of assembly

* Front end — Data Acquisition

— Analog processing to reduce the required level of digitization
e sampling
e peak detection
e multiplexing

— Efficient use of expensive “analog” interconnect
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Detector — FE interconnect choices

* board-to-backplane
— easy to test, repair
— large boards possible
— connector pins are failure points
— coarse pitch and high capacitance (> 1pF)

» standard SMT package soldered to board

(QFP or BGA)
— easy to test, difficult to repair
— capacitance down to 0.2 pF for small
packages
— board area limited by reflow oven capacity

» wirebonded chip-on-board
— difficult to test, assemble, and repair
— board area limited by wirebonder
— fragile
— low capacitance (0.1 pF)
* bump-bonded flip-chip
— can match pixels with pitch from ~30 — 1000
um
— difficult to test, assemble, and repair
— circuitry has to fit in same area as pixel
* monolithic detector/electronics
— interconnect is created as part of the detector
fabrication process
— ultra-low capacitance (few fF)
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Packaging densit

hybrid technology
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Front end — DAO interconnect

* High bandwidth analog interconnect is
expensive and bulky.

* Due to the low occupancy, this
Interconnect bandwidth is mostly
wasted.

* Digitizing every channel is inefficient in
a low-occupancy system.

e Existing approaches to sampling and

multiplexing are inefficient:

e track/hold needs trigger, incurs
deadtime during readout

e analog memory (SCA) deadtimeless but
needs trigger, multiple samples, no
Sparsification, complex controller

Jl—
||

ADC

, N~
l/ L __J
I I?IG.
| ROC.
N —
[ ADC
ANLG.
I|L MUX
l\ T/H or
I/ AM

— Ul WM. record

sparsified

DAQ

DAQ

ADC

DAQ
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Putting It all together

— Output Stage

i >

Shaper
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Sampler ADC

— =
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Discriminator
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>
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Power Efficient Architecture

e Highest power functions:
— charge preamplifier
— analog line driver
— ADC

e Staying within a power budget and achieving
maximum performance involves careful tradeoff.
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Figure of merit for Charge amelifiers and ADCs

By -7,

FOM ¢, =

O /GQ

e Expresses the power cost of achieving SNR and speed
e Can be applied to front ends in any technology

e Corresponds to figure of merit for analog-digital
converters:

I:)d
2 ENOB fs

FOM o =
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Rule-of-thumb estimates

 Use FOM.s, — 1pJ, calculate most quantities of
Interest.

e Given P, rate r, what is achievable SNR?
SNR =

FOM ., -10r
— e.g. P=ImW, r=100kHz, SNR ~ 10P
 What power needed to get timing accuracy o,?
Oy T FOM .,

O, ~ ~ :
' dv/dt SNR o,
— e.g.6.=2ns, P — 50ulW
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Figure of merit for charge amplifiers (FOMgg,)
VS. detector capacitance
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Figure of merit for ADCs (FOM,pc) VS. dynamic
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Architecture choices

e Digital waveform recording of every channel requires ADC to
have:
— Ssame SNR as charge amplifier
— sampling frequency 2X — 20X higher than analog bandwidth

e Guarantees Pypc >> Pgp

e Better architecture: capture and buffer the analog information
on the FEE ASIC, then steer samples to the ADC

e Switched capacitors or peak detectors can serve as the sampling
cells

e Use analog buffers (memory) with simultaneous READ/WRITE
to avoid deadtime
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Examgle: TPC Digitization Power

*  Npags 8000
° Ntimeslices 500

° I\Ivoxels 4x10°
* Lyine us

R 2kHz

Occupancy 2%

e Digitization Energy (12 bit resolution):

—  102J/bit * 212 * N, s = 16 mJ
e Power (FADC):

— 16mJ/ 7us = 2000W (250 mW/chan)
e Power (buffer and readout at 2 kHz trigger rate):

— 16mJ/ 500us = 30W ( 4 mW/chan)

e Compare with 0.75mW/chan for amplifier + 0.6mW/chan for PD +
TAC.

* With sparsified readout of only occupied channels
buffered in PD: P,pe ~ 0.6W (75 gW/chan).
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summary

Modern IC technologies, optimized for digital performance, are
challenging for analog design but offer exceptional integration
density, speed, and radiation tolerance.

Noise is limited by available power, detector properties, event
rate, and the 1/f properties of the technology.

In addition to optimizing the first transistor, choice of shaping
function is also important in noise optimization.

High-order shapers improve the power/noise tradeoff, and also
iImprove pileup and charge collection performance.

An empirical figure of merit for charge amplifiers, analogous to
that for ADCs, can be used to guide design choices.

Reducing the number of analog-to-digital conversions and

minimizing off-chip analog signal transmission (where possible)

Improves noise by allowing power to be allocated to the front
end.
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Analog CMOS Circuit Design
Paul O’Connor, BNL

Selected slide captions

Slide 2

Electronic design automation (EDA) tools are essential for even the simplest integrated
circuit designs, and EDA has rapidly increased in importance with the continuous scaling
of semiconductor technology. Today's software tools are complex chains that take the
designer from concept to mask layout. The market is dominated by the needs of digital
large-scale chips, where the methodology is focused on formal synthesis techniques that
minimize or eliminate the need for the designer to deal with transistor-level operations.
Analog design, on the other hand, is less amenable to automation techniques. Design of
analog and mixed-signal (analog plus digital) ASICs uses a different, more handcrafted

approach and requires a higher level of technology awareness on the part of the designer.

The commercial EDA companies supply comprehensive tool suites addressing both
digital and mixed-signal designs. Costs are high but educational institutions are granted
generous discounts, and rental arrangements are available. The commercial software is
complex and geared for groups having at least one individual dedicated to installation,

maintenance, and customization of the tools.

Open-source tools are available and have been used to create designs of up to several
hundred thousand transistors. They are best suited to designs in older technologies, as

they lack the ability to deal with the complications inherent in deep submicron processes.

Slide 6

Physical design of monolithic analog circuits bears a distant resemblance to the printed
circuit layout process. Starting from the schematic representation of the circuit the

designer instantiates each component, uses a graphical editor to place the components,



and establishes connectivity using the available routing layers. To aid this process, many
tools offer parametric cell generators for transistors and passive components; autorouters
are also available in some tool suites. However, many designers prefer to use full-custom
layout (draw polygons for each mask layer), at least for the most critical circuit blocks.
Layout quality is a function of the designer's familiarity with the technology and a good

knowledge of the circuit's sensitivity to parasitics, device mismatch, etc.

In ASIC design layout is always followed by a series of verification checks, since the
time scale for correcting a mask error is long. Depending on the methodology used, these
checks can include automatic extraction of the components and their connectivity,
extraction of parasitics, and checking for design rule violations. It is essential to re-
simulate circuit blocks after parasitics have been back-annotated into the netlist. For large
designs, full-chip resimulation can consume many CPU-hours or days and requires

careful planning.

The ASIC is required to perform in the presence of process, supply voltage, and
temperature variations. Process variations have components that include run-to-run, chip-
to-chip, chip-level gradients, and local mismatching. The user has to decide how critical
it is to set up and run statistical simulations covering all expected variations and
combinations. A common practice in digital design is to use "corner" simulations for
global process, temperature, and supply variations. Here the combinations are typically
selected to produce the fastest/fastest, slowest/slowest, fastest/slowest, and slowest/fastest
NMOS/PMOS responses respectively, to reveal timing paths that will fail at the
extremes; if all corners meet performance requirements the circuit is judged to be
sufficiently robust. For analog design a Monte Carlo approach may be chosen, in which
each transistor's parameters are drawn from global and local distributions. Simulation is
repeated for many realizations and performance variations measured. This method can

provide an estimate of chip parametric yield if the process model is accurate.

Slide 9



The advent of shared multiproject fabrication services in the 1980's served to bring ASIC
design to a wider user community. In this model users are provided with process design
kits (PDK) from the foundry, generate mask-level designs that pass physical design rule
checks, and purchase a share of a manufacturing wafer run. The foundry (or an affiliated
broker) aggregates the designs from 10 - 60 users into a single reticle. Users get a limited
number of die (which may be packaged) and a guarantee that the process run was within
nominal limits, at low cost compared to a dedicated run. Of course, user groups can and
do collaborate to create their own multi-project reticles. Turnaround time is typically

three months from run closing to packaged, delivered parts.

Multiproject runs (sometimes called shuttle services) are valuable for finding design
errors, evaluating or comparing circuit concepts, estimating performance variability, and
even for limited quantity production. Since the cost of fabrication is dominated by the
mask cost, additional wafers from a MPW run may be purchased at a small fraction of the

initial run cost. It can be economical to produce up to 1,000 samples per MPW run.

A useful strategy is to include test structures or circuits with extra diagnostic features in

the first iteration of a new design, to speed testing or fine-tune performance.

Slide 19

Many interrelated factors enter in to the design of an MOS charge amplifier. The relevant
detector parameters are the capacitance, leakage current, and charge collection time. The
experiment dictates the time and amplitude distribution of events. Typically natural
sources have Poisson-distributed arrival times characterized by an average rate, while
accelerator sources may have a well-defined time structure. The experiment also sets the
acceptable limits for noise, linearity, and maximum signal. A very important, but

frequently overlooked system constraint is the power budget for the front-end ASIC.

The designer must choose an appropriate MOS technology from the many varieties
offered by today’s foundries. The input device characteristics (NMOS/PMOQOS, gate



dimensions, and bias condition) play the largest role in determining the ENC, and this is
where the most careful optimization must take place. The relative allocation of the power
budget to the input device and the rest of the circuit is also involved in this decision. As
we will see, there are many options for the reset system (low-frequency circuit to
discharge the feedback capacitor). Finally the shaper impulse response sets the weighting
function for noise and can be tailored to handle the anticipated event rate of the

experiment.

Slide 20

Recall that most radiation detectors behave as high-impedance capacitive sources. The
ideal integrator is composed of an inverting voltage amplifier and capacitor in feedback.
To maintain the input node at virtual ground the output will slew to a voltage Vy = -Qi/Cs
in response to a current pulse at the input. If the loop gain of the amplifier is sufficiently
high the integrator gain Vo/Q; will be 1/Cs, independent of detector and amplifier

properties.

Slide 22
As shown in the first lecture, the noise sources can be divided into serial (red), parallel

2 .0 and tn? dependence on

(green), and 1/f (blue) components having tp,
measurement time respectively. If shaping time is a free parameter, there is an optimum
where series and parallel noise are equal:

topt = Cet WReRs

where Rp and Rs are the equivalent parallel and white series noise resistances,

Rs = en2/4kT

Rp = 4kT/i,?

If power is unconstrained, the equivalent series noise resistance Rs can be reduced by
increasing the bias current in the input FET. Parallel noise is not inherent to the
amplification process and can be minimized or eliminated in many cases. The ultimate
limit to the noise performance of an MOS charge amplifier is the 1/f noise of the

technology.



Normally the measurement time is not a free parameter but is constrained by pileup,

timing precision requirement, or ballistic deficit due to finite charge collection time.

Slide 24

Considering for the moment only the series white noise component, it is clear that the
input MOSFET width has an optimum. This is because both the transconductance and
gate capacitance of the FET increase as width is increased. The former leads to a
reduction in noise spectral density of the FET, while the latter increases the effective

input capacitance of the detector + front end.

Both Cys and g depend on the technology (gate oxide thickness), physical gate
dimensions (width and length) and the bias conditions (drain current density, degree of
inversion). In discrete designs the effective width of the FET is normally changed by
introducing one or more devices in parallel, keeping each one at the same drain current.
In that case the white series noise is minimized when the combined transistor gate
capacitance is equal to the detector capacitance. In custom integrated circuits with power
constrained, the drain current budget is fixed and the device width is changed directly.
This case leads to an optimum at Cys = Cgei/3 When the device is operated in strong

inversion.

The 1/f noise coefficient Kg is more or less independent of bias condition. Therefore the

optimum device size for 1/f noise is easily found to be Cygs = Cyet.

Slide 25

When we combine the white and 1/f noise components we can’t get a clean analytic
solution to the optimization. We find the solution numerically by summing in quadrature
the white, 1/f, and parallel noise contributions to the ENC. Here is an example

The 1/f match at Cys/Cyer=1 as always. The white match is at about Cys/Cyer=0.25, which

means the device is just at the weak-strong inversion boundary. The overall optimum is



about 0.7. Note also that the minima are fairly broad. An error by a factor of 2 either way

would result in about a 12% increase in noise.

Slide 26

The relationships between device width, drain current, transconductance, capacitance,
and noise source spectral density depend on the region of operation. As seen in the
second lecture the most advanced CMOS processes favor device operation in the
moderate inversion region (low current density). Moderate inversion is even more
prevalent in charge amplifier input transistors because they must match (within a factor
of ~5) the capacitance of the detector. Detector capacitance is always at least 100 times
larger than the capacitance of a minimum-sized transistor in modern processes. The
correspondingly large device width together with the low drain current allowed by power
dissipation constraints results in a low current density, low inversion coefficient region of
operation. Because of this neither the first-order weak nor strong inversion models
provide good approximations of device noise behavior.

Slide 27

Analytic expressions for MOSFET behavior in moderate inversion have been lacking
until the mid-90’s when the “EKV”” model was introduced. This new model, which is
slowly making its way into engineering textbooks and circuit simulators, has simple
expressions that are valid for the entire range of operating conditions from weak to strong
inversion. Hence it is particularly useful for analog design in modern submicron
processes, where the favored operating point often places the device in moderate
inversion. The EKV model makes use of the inversion coefficient i, which is a measure
of drain current normalized in such a way that i << 1, i >> 1 represent weak and strong

inversion respectively.

Using the EKV expressions for transconductance, capacitance, and noise spectral density
allows the ENC to be optimized without resorting to full analog simulation and without

need for a detailed transistor model from the foundry. Since the EKV parameters are



simple and physics-based, it is also possible to predict noise performance for future

scaled technologies.

Slide 28
This series of graphs shows the transconductance of NMOS and PMOS devices as a
function of gate capacitance. As the device is made wider (higher Cg) at constant drain

Y2 \while in

current it goes from strong to weak inversion. In strong inversion g ~ Cg
weak inversion gp, becomes independent of device size. The weak-strong transition
occurs earlier for smaller feature-size technologies, and for lower currents. In strong
inversion, the NMOS device has higher gn/Cg ratio than PMOS due to the higher

mobility of electrons compared to holes.

Slide 29

Series white noise has a minimum due to the competing effects of gate capacitance and

transconductance as a function of gate width. Higher drain current (more power) and
smaller technology feature size lead to lower noise levels. Strong inversion conditions
(large 1p/Cg ratio) give rise to a minimum at Cg ~ Cp/3, while in moderate and weak

inversion the minimum is at smaller values of gate width.

Slide 30
The next 2 slides show some noise and matching trends for the composite series noise.
Slide 25 shows the fully optimized noise for 0.5um gate length NMOS and PMOS

transistors as a function of detector capacitance. NMOS results are for a shaper peaking
time of 50 ns, while PMOS is optimized for 5 microsecond peaking. Noise (solid lines)
and capacitive match (dotted) are shown for three power levels in the input device. When
detector capacitance is large and drain current is low, the optimized input device tends to
operate in moderate inversion; under these conditions the optimized gate capacitance can

be as small as 1% of the detector capacitance.



Slide 31
This figure shows the fully optimized noise as a function of power dissipation for

0.25micron CMOS technology for a 1 pF detector capacitance. Shaper peaking times
from 10ns to 3ps are shown.

At short peaking time and low power the series white noise dominates and the
corresponding optimum ENC decreases roughly as P%*. As power (and/or shaping time)
increase, the 1/f noise component becomes increasingly important and the slope
dENC/dP flattens. In this example, an ENC of around 12 e- is the minimum possible for

this combination of CMOS technology and detector capacitance.

Slide 32

In the preceding analysis the gate capacitance was modeled as a single, bias-independent
value directly proportional to the active gate area. A more accurate model reflects the
bias dependence of the intrinsic gate capacitance, and the fact that the gate-source and
gate-drain overlap capacitances contribute to the total input capacitance in parallel with
Caet- Caso and Cgpo depend only on the device width (not area) and are bias-independent.
However, these parasitic capacitances do not influence the 1/f noise.

It is found empirically that for some technologies the 1/f noise coefficient Kg increases
for the shortest gate lengths, and that the frequency dependence is f* where a. is in the
range 0.85 to 1.1. This behavior influences the choice of gate length and the peaking time
dependence of the noise. See the reference for details:

G. De Geronimo, P. O’Connor, “MOSFET Optimization in Deep Submicron Technology
for Charge Amplifiers”, IEEE Trans. Nucl. Sci. 52(6), 3223-3232 (Dec. 2005).




The choice of NMOS/PMOS input device is influenced not only by reaching the
minimum ENC, but also by practical concerns of signal swing and voltage headroom,
signal return path, and off-chip interfacing. NMOS devices will have lower noise only for
operating points far into strong inversion and at short peaking times where the white
series noise is strongly dominant over 1/f. For the lowest-noise configurations, e.g. small
Cuqet, high power budget, and long shaping time, PMOS will have an advantage over

NMOS due to its lower 1/f noise coefficient.

Slide 34

These expressions are same as those given in the first lecture save for numerical constants
which depend only on weighting function integrals.

Using these expressions one can crudely determine if the noise will be dominated by the
white or 1/f series contribution.

Recall kT/K typically ~ 3000 for NMOS, 10,000 — 30,000 for PMOS. When t;,, < 1000 t
the amplifier noise is white series noise limited.

These rules of thumb can also help with the selection of NMOS/PMOS.

Summary — charge amplifier input transistor optimization

From slides 22 - 34 it should be apparent that many interrelated factors influence the
design of an optimized charge amplifier input transistor. In particular, recognize that
every combination of detector, shaping time, power dissipation limit, and CMOS
technology requires re-optimization to achieve the lowest noise. For this reason it is
usually the case that ASIC charge amplifiers are custom-designed for every experiment.
The quick pace of CMOS technology scaling also means that every few years another
technology family becomes obsolete. Since amplifier designs from older technologies are
not readily portable to new generations, the initial fabrication run of parts must be sized

to cover the lifetime needs for a particular experiment.




Req expressions can be derived by breaking the long gate finger up into infinitesimal
transistors in parallel with their drain currents summed.
It doesn’t take into account any time-varying transmission of signal down the gate, which

is important for microwave applications.

Slide 36

Applies to any noise source originating in the bulk -- like coupled digital noise. Noise is
flat with frequency up to pole from Cgate-channei*Rsun (in reality, the bulk resistor and gate-
channel capacitor form a distributed RC line). Therefore this noise is superimposed with

white channel thermal noise and can masquerade as high gamma. It is more significant at
shorter gate length, since it depends on gmp”> Whereas the channel thermal noise depends

only on gm.

Slide 37

It is important during layout of the input device to prevent the introduction of parasitic
resistances in the gate polysilicon and from the bulk. One typically computes the
maximum allowable gate finger width and the maximum distance from active transistor
area to nearest substrate contact. Then the input transistor is subdivided into cells which
obey the resistance constraints, tied together in parallel with low-resistance metal wiring.
To prevent pickup of induced currents flowing in the substrate, one or multiple guard

rings surrounding the input transistor are advisable.

Slide 38
Practical integrators need some method to discharge the feedback capacitor between
events. In classical discrete designs a high-value resistor performed this function, giving

excellent linearity and low parallel noise contribution. However, another solution must be



found in monolithic circuits where the highest generally-available materials have sheet
resistances lower than 200 Ohms/square, making resistors with R>100kOhm impractical.
For high-precision circuits the reset system must be linear and low-noise over a wide
signal range. It should also be insensitive to process/temperature/supply voltage variation,
and should not add parasitic capacitance to the input node.

In addition to resetting the feedback capacitor, it is an important advantage if the reset
circuit can supply (or sink) the DC leakage current of the detector, thereby allowing
direct coupling of detector to preamp without bulky DC-blocking capacitors.

Slide 39

Physical resistors in a monolithic process are polysilicon or metal meanders and form a

distributed RC line with their associated parasitic capacitance to the conductive substrate.
Although their DC resistance can be made arbitrarily high by increasing the line length,
the noise properties are determined by the real part of the input impedance (frequency-
dependent). Hence their parallel noise contribution will be higher than the classical
Johnson noise 4kT/R whenever the measurement time is less than the RC time constant of
the line.

A MOS switch can be used to reset the feedback capacitor in some applications. In the
OFF state the switch contributes negligibly to the parallel noise, as leakage currents are
usually in the pA region at room temperature. For low event rates the switch may be
maintained in the OFF state up to ~ 1millisec. Immediately after discharge, there will be
a transient disturbance which must be allowed to settle before the amplifier can be
sensitive again. Also, each reset will leave a noise charge kTC on the feedback capacitor,

which can be removed by double sampling the output before and after an event arrives.

Slide 40

Many continuous reset circuits that use active elements have been developed. The first

circuit shown in this figure relies on the excellent matching of monolithic devices to

create a current amplifier by coupling an imperfect integrator stage with a voltage



amplifier having a transfer function that exactly cancels the nonlinearity of the integrator.
This circuit is discussed further in slides 42 - 44.

The second solution uses a low-frequency differential amplifier to maintain the output of
the integrator at constant potential Ve. A pulse of charge creates a step at the output of
the integrator, and the voltage is returned to V¢ with a time constant given by the product
of the transconductance of the low-frequency stage and Cs. Since a second feedback loop
is present the circuit must be carefully stabilized to prevent oscillation. Thermal noise of
the transistors in the low-frequency amplifier contributes to the ENC.

Slide 41

R-scaling circuits utilize an attenuating current mirror to create a circuit element that

behaves like a resistor of value R*N, where R is a physical resistor and N is the
attenuation ratio of the mirror. The voltage at the output of the integrator Vo is applied to
a voltage-to-current converter producing a current Vo, /R, which is then sent to the input
via a current mirror with ratio 1/N. The effective resistance R*N must be >10°Q to be
effective as an integrator reset; this sometimes requires difficult mirror ratios to be
designed.

The slew-rate limited configuration uses a constant current to discharge the feedback
capacitor. This produces a linear, rather than exponential return to baseline and can be
used with a discriminator to produce a pulse whose width is linearly proportional to the
deposited charge.

Slide 42

The diagrams illustrate the similarity of the self-adaptive current-amplifying
configuration to the classical pole-zero compensation circuit used in discrete preamplifier
designs. In the frequency domain, a zero is created by Rc*Cc that cancels the pole formed
by the integrator feedback elements. The monolithic version relies on matching of
capacitors and transistors to create the cancellation. Moreover, the transistor’s

nonlinearities are canceled because their gates and sources are common, and their drains



connect to virtual grounds at the same potential (inputs of A1 and A2). The overall circuit
(A1, CF, MF, CC, and MC) injects a current into A2 which is an N-times scaled replica
of the input current from the detector.

Note that the PMOS transistors shown (MF, MC) are appropriate for amplifiers which
must respond to negative input charge. If the detector injects positive conventional

current into the amplifier, the reset and compensation transistors must be NMOS.

Slide 43
Experimental results confirm that the nonlinear compensation is effective, and that the

amplifier self-adapts to leakage current up to 70 nA with negligible change in gain.

Slide 44
A summary of the advantages and disadvantages of the self-adaptive, nonlinear
compensated reset system.

Slide 45
In a properly designed charge amplifier the noise is dominated by the input transistor.

However, in low-voltage CMOS processes it is difficult to degenerate the current sources
which supply the input and cascode branches. Current source noise is minimized by using
long-gate devices, but the lower the W/L ratio, the higher the drain-source voltages
needed to operate in saturation.

It is also important to model the response of the charge amplifier to large signals. In some
experiments, charge in excess of 10° the normal signal charge can be generated in the
detector. The preamp’s recovery from such overload can be extremely slow. If large
overloads are expected the preamp must be designed to recover quickly, for instance by
re-dimensioning the reset transistor or by providing a fast reset path that is triggered by

saturating signals.



Slide 46
As in any amplifier the noise of the second and subsequent stages, when reported to the

input, is attenuated by the gain of prior stages.

Slide 48

The shaping amplifier performs analog processing on the signal from the preamp to
minimize the measurement error with respect to noise, and at high counting rates to
minimize the effects of pulse overlap or pileup.

Shaping amplifiers whose system parameters do not change with time are referred to as
time-invariant. Time-invariant systems are described completely by their impulse
response. The impulse response function may be unipolar (always positive with respect to
the baseline) or bipolar. Unipolar impulse response is characterized by its peaking time
(typically from 1% above baseline to peak), width (1% -- 1%), slope at threshold
crossing, and first and second moments. The symmetry of the pulse may be characterized
by the ratio of rise to fall times, or peaking time to full 1% width. For bipolar functions
the time to zero crossing, time to negative peak, and ratio of positive to negative peaks
are also important. Bipolar response generated by a linear system always has zero net

area.

Slide 49

If the noise spectral density and input signal waveform are completely known, and if
count rate is low enough to avoid pileup, then a matched filter can be constructed
mathematically that will lead to minimum noise. However, these conditions are rarely
met in practice and the ideal matched filter is usually difficult to realize with practical
circuits. Selection of the appropriate shaping function is commonly constrained by rate,
charge collection time of the detector, and acceptable level of circuit complexity. Some
systems perform digital processing on a waveform sampled just after preamplification.
This technique is more flexible in realizing an arbitrary shaping function, but must satisfy
Nyquist sampling and quantization noise requirements, which often leads to unacceptable

levels of power dissipation.



Slide 50
Simple shaper response functions can be realized by cascades of single-order low and

high-pass filters. The higher the order of the filter, the more symmetrical the output

waveform.

Slide 51
This slide gives expressions for the transfer function, impulse response, and peaking time
of the classical semiGaussian (CR-RC", CR2-RC") filters of Slide 50.

Slide 52

Ohkawa (NIM 1976) gives a formal derivation of the pole-zero constellations giving the
closest approximation to a Gaussian pulse. As in the simple CR-RC" filters, higher-order
filters give more symmetrical response, compared to the CR-RC" real-pole filters, the
complex-pole shapers derived by this method have a superior symmetry for the same

filter order.

Slide 53

The graph compares the impulse response of a 5"-order complex-pole shaper derived by
the Ohkawa method with first- and fourth-order CR-RC" filters. The filters are compared
at equal 1% widths, as appropriate for a pileup-limited signal chain. Since the more
symmetric pulse has smaller derivative everywhere, it’s series noise weighting function is
superior to the others.

Some circuits for realizing two poles per amplifier are shown in the lower part of the

figure.



Slide 54
AC-coupled systems are subject to baseline wander with random pulse input, while DC

coupling requires careful baseline stabilization against drift caused by detector leakage,
temperature, or supply voltage variation. The low-frequency feedback system achieves

good baseline stability and can also be used to equalize the baselines of many chips in a
system. Note that this is not the same as the LF feedback loop around the preamp in the

type of reset system shown in Fig. 40.

Slide 55

Bipolar pulse shaping automatically takes care of baseline wander and rejects low-

frequency disturbances, but is noisier.

Slide 57

With a limited power budget, it is critical to expend as large a fraction as possible on the
preamplifier and shaper where it can contribute to reducing the noise. In typical
applications, the input to the preamp/shaper has low duty cycle, i.e. low channel
occupancy in time.

Off-chip analog 1/0O can be very costly in terms of power if the simplest output drivers,
such as source followers, are used. To avoid wasting power the driver should use Class
AB stage where the quiescent current can be much smaller than the maximum source or
sink current that can be provided to a load.

System architecture choices can have a large effect on the need to drive analog signals

over long lines and should be considered at the beginning of the experiment.

Slides 59 — 67



The information of interest to the experimentalist is contained in the analog pulse
waveform at the output of the shaping amplifier. Slides 59 — 75 describe circuits which
extract the key features of the waveform, typically pulse height and timing. Analog
sampling circuits freeze the voltage from the shaper preparatory to analog-to-digital
conversion. They fall into two main classes — sample/hold stages and peak detectors,
described in slides 62 - 63. In multichannel systems and waveform recorders the analog
sampler is followed by an N:1 analog multiplexer, which allows many sampling cells to
share the same A-to-D converter.

Slides 69 — 75

These slides discuss discriminators, used to detect threshold crossings of the shaped
waveform. They are used as one-bit A-to-D converters (yes/no decision did an event
occur) and the time of threshold crossing may also be relevant. In a conventional leading-
edge discriminator with fixed threshold the time of discriminator firing relative to the
occurrence of the event will vary depending on the pulse amplitude. Time walk refers to
the variation of threshold crossing time with pulse amplitude and can be understood
geometrically. Another factor plays a role — the propagation delay through a
discriminator depends on the “overdrive” or magnitude of the difference between pulse
amplitude and threshold voltage. For small overdrive the propagation delay is longer due
to the response of the bistable elements in the circuit; the delay approaches infinity as the
overdrive goes to zero. Constant-fraction techniques can minimize the effect of time

walk, and a walk correction can also be done offline if the pulse amplitude is recorded.

Discriminators also need built-in hysteresis to avoid firing on noise.

Slides 77 — 84

Analog-to-digital conversion circuits are beyond the scope of this course, but these slides
introduce the important converter topologies. The commercial market offers converters
with extremely good performance and the need to build A-D conversion into a front-end

ASIC needs to be carefully evaluated.



Slides 86 — 94

Time-to-digital converters (TDCs) employ a variety of techniques to provide relative
timestamps for events, one of which is usually a discriminator firing triggered by a pulse
waveform and the other generally derived from a precise external clock. The conversion
can be done by first converting time interval to voltage (by charging a capacitor during
the interval), then converting the stored voltage to digital with an ADC (Slide 86). Other
techniques use digital circuits and can be broadly divided into two classes: those whose
time resolution is based on the minimum gate delay in the process technology, and those
achieving sub-gate delay resolution. The first category functions by subdividing a precise
external clock into sub-intervals in a tapped delay line (Slide 87). Many innovative
schemes for achieving finer resolution than a gate delay have been proposed. In one
approach, a chain of pulse-shrinking delay elements is used (Slide 93). Other techniques
use the difference between delay chains or oscillators in a vernier approach (Slides 88 -
90). A full discussion of the many recent schemes, the best of which have achieved

resolutions better than 2ps rms, is beyond the scope of this course.

High precision time detection requires attention to the front end, which has to be
optimized for minimum time jitter due to random noise and the effects of time walk. In
addition to minimum time resolution and jitter, the many TDC architectures also differ in
their robustness to process, voltage, and temperature variation, in their overall dynamic

range, and in their linearity.
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How Does a LArTPC Work
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LAr40 Conceptual Design at 800L
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Signhal Formation on Wire Electrodes in Noble Liquid TPCs:
Induced Signals from a Track Segment

Time scale is determined by the electron drift
velocity and wire plane spacing (3 mm shown)

[s]

LBNE style wire arrangement: 3 instrumented wire planes + 1 grid plane
Raw current waveforms convolved with a 0.5us gaussian (~1/2 drift length) to mimic diffusion



CMOS static characteristics vs T
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Input noise spectral density [nV/AHz]

CMOS Noise Spectral Density vs T
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Analog ASIC

Block Diagram

common register

mode

gain &
mode

digital
r-_l— interface

channel register

peaking time & mode &

mode

INMN

wire

. dual-stage charge amplifier

i 16 channels

______________________________________________________________

16 channels
» charge amplifier, high-order anti-aliasing

filter

coupling

e programmable gain: 4.7, 7.8, 14, 25 mV/fC

(charge 55, 100, 180, 300 fC)

programmable filter

(peaking time 0.5, 1, 2, 3 pus)

» programmable collection/non-collection
mode (baseline 200, 800 mV)
» programmable dc/ac coupling (100us)

analog
outputs .

» band-gap referenced biasing

» temperature sensor (~ 3mV/°C)

» 136 registers with digital interface

* 5.5 mW/channel (input MOSFET 3.9 mW)

* single MOSFET test structures

« ~ 15,000 MOSFETs

» designed for room and cryogenic operation
 technology CMOS 0.18 um, 1.8 V

ww /g



Cold Electronics ASIC - Front-End Detail and Calibration Scheme
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Analog ASIC: Die and Packaging, Temperature Cycling
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Cold CMOS: Results from FE ASIC (15t prototype cycle) |

Noise gets better at 77K
(220pF det. Capacitance):

Signal after preamp+shaper
changes little with temperature:
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ENC [e rms]

Noise vs T in CMQOS:

Existing ASIC, 0.25 um (not designed for Lar)
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CMOS in LAr has less than half the (white) noise as that at room

temperature, higher mobility and higher transconductance/current ratio
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Amplitude [a.u.]
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Signal Measurements: programmable gain, peak time and baseline
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[1.185V at 300 °K
R 7 11.164 V at 77 °K
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Amplitude [ADC]
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Gain [mV/{C]

Gain uniformity for 12 ASICs (192 channels)
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Noise [e7]

Noise at 300K and 77K for 12 ASICs (192 channels)
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ENC [rms electrons]

Input transistor ENC optimization
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1. Lifetime vs temperature due to aging processes
1.1. CMOS in dc operation: Analog FE ASIC
Introduction (1)

Lifetime due to aging: A limit defined by a chosen level of monotonic
degradation in e.g., drain current, transconductance, due to a well
understood mechanism. The device “fails” if a chosen parameter gets out
of the specified circuit design range. Such an aging mechanism doe not
result in sudden device failure.

*At high temperatures (300-420K) there are several sudden failure
mechanisms strongly temperature dependent

[e.g., electromigration « (/7')2 exp(-ajT) ], which become negligible at
low temperatures.

*Physics-of-failure modeling for CMOS technology in Lar is reduced to
study of hot-electron effects as the dominant remaining mechanism.

*Thermal expansion/contraction is studied separately.



Principal findings and design guidelines

1.1. A study of hot-electron effects on the device lifetime has been performed for

1.2.

the TSMC NMOS 180nm technology node at 300K and 77K. Two different
measurements were used: accelerated lifetime measurement under severe
electric field stress by the drain-source voltage (Vds), and a separate
measurement of the substrate current (Isub) as a function of 1/Vds. The
former verifies the canonical very steep slope of the inverse relation between
the lifetime and the substrate current , z o I, , and the latter confirms that
below a certain value of V4 a lifetime margir “bf several orders of magnitude
can be achieved for the cold electronics TPC readout. The low power ASIC
design for MicroBooNE and LBNE falls naturally into this domain, where hot-
electron effects are negligible.

Lifetime of dlgltal circuits (ac operation) is extended by the inverse duty
factor / ? clock Lrise compared to dc operation. This factor is large (>100) for
deep submicron technology and clock frequency needed for TPC. As an
additional margin, V  may be reduced by ~10%.

Extremely low failure rate (incidence) in ATLAS LAr and NA48/ LKr
calorimeters, over a long time scale demonstrates on a large scale that
surface mount circuit board technology withstands very well even multiple
abrupt immersions in LN2 applied in board testing, and that the total failure
Incidence in continuous operation over time, ranging from 6 tol3 years so

far, is very low. ;
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Design Examples:

Multichannel pulse measurement with analog
data concentration and derandomization

ASICs for CCD readout

Readout ASIC for miniaturized PET tomograph



1. Multichannel pulse measurement with analog

Signals from 32
detector elements
(random arrival times)
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PDD ASIC Block Diagram

>

INPUTS—>

SWITCH
32:8

T

PD/
> 1acs [ MUX
LOGIC

—> FULL, EMPTY
<€«—READ

REQ.

VTH e /

» Self-triggered and self-sparsifying

e Simultaneous amplitude, time, and address measurement for 32

Input channels

» Set of 8 peak detectors act as derandomizing analog memory
 Rate capability improvement over present architectures
e High absolute accuracy (0.2% ) and linearity (0.05% ), timing

accuracy (5 ns)

e Accepts pulses down to 30 ns peaking time, 1.6 MHz rate per

channel

» Low power (3 mW per channel)

P. O’Connor, G. De Geronimo, A. Kandasamy, Amplitude and time measurement AS
with analog derandomization: first results, IEEE Trans. Nucl. Sci. 50(4), pp. 892-89

(Aug. 2003).
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1. pulse arrives on Ch. 3
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2. pulse peaks on Ch. 3
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3. pulse arrives on Ch. 0
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5. pulse peaks on Ch. 0O
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6. PD, read out in response to external read
request
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/. another pulse arrives on ChO
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Quad-mode Time-to-Amplitude Converter

MODE 1
TAC
-[I_ DISCR 5 START ————>
PEAK
FOUND TAC
> STOP
IN PD
READ REQ.
Wi 1. risetime
IN S
|
DISCR i
PEAK FOUND ﬂ

k

TAC

READ REQ.
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Quad-mode Time-to-Amplitude Converter

MODE 2
TAC
I -[I_ DISCR~ ——> START >
PEAK
FOUND TAC
— —> sTOP
IN PD
READ REQ.
‘A
h :
IN S N 2. peak-RR
|
DISCR |
PEAK FOUND [T
TAC /
READ REQ.
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Quad-mode Time-to-Amplitude Converter

MODE 3
TAC
-[I_ DISCR 5 START ————>
PEAK
FOUND TAC
— STOP
N PD >
READ REQ.
‘!\
IN V_h : L E
' 3. TOT
DISCR
PEAK FOUND |_|
TAC _—
READ REQ.
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Quad-mode Time-to-Amplitude Converter

MODE 4
TAC
-[I_ DISCR 5 START ————>
PEAK
FOUND TAC
—> STOP
IN PD
READ REQ.
l |
N vth i "N\
bISCR - | ; 4. lead-RR
PEAK FOUND 1
READ REQ.
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PDD layout

Cross-point switch PD/TAC array
and arbitration logic
SO EEEEE mmﬁﬁmﬁﬁﬁm
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size : 3.6 x 3.2 mm?
technology: 0.35um CMOS

DP4M
Bias
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Reconstruction of peak height and time

[ENIVERTNTENTuanny

i n ﬁ — PULSE
1 r A — RREQ

0 20 40 60 80 100

4M
| PDOUT

— TDOUT

0 20 40 60 80 100

ASIC Inputs

ASIC Outputs
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Reconstruction of peak height and time

2 -
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. . Actual
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0 u l .
0 20 40 60 80 100
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High rate capability

Fast pulses, high rate

R ;
[
L Z00mv
h

TR 200mY M 5.005s Aux *  300mV
Chd 5.00V

Black — pulse input
Blue — Read Request
Green — PD output

* Input pulses:
* 30 ns peaking time
* 1.6 MHz rate

* Readout rate 500 kHz

T
500~

- 8MHz :
— it BMHz g
450 | + 16MHz A
— fit 16MHz o
« 32MHz s
4001 | — it 32MHz
64MHz
as0L L= fit B4MHz
300
w
£ 50|
=]
(]
2001
1501
100
50 _o
oF -
1 Il Il 1 Il 1 Il Il
0 50 100 150 200 250 300 350 400
Channel

. 32 CZT sensors, 7x3x7mm?3

241 Am source, overall rate ~ 8MHz

. Shaper peaking time 600ns

- Rate of read request varied from 8 MHz
to 64 MHz

- No peak shift or FWHM degradation
seen

- Settling time of output mux ~ 10ns
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Risetime

Biparametric spectra
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. FWHM = 3.44%i.e. 2.pkeV

FPD Amplitude [v]

» Detector: eV Products CZT
Pixellated Linear Array of 32
elements 16x3x3 mm? biased at

900V

* Source: 2 x 8mCi #1Am
* FE: t, = 400ns, gain=200mV/fC

 Event Rate: 4.5MCounts/s
overall, 210kCounts/s on the
single pixel
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Time-Over-Threshold Measurement for pile-
up rejection

Experiment Setup

* Array of 2Imm x 1mm silicon diodes, built on a fully-
depleted 400um high-resistivity wafer and cooled at ~ -54 °C

» 8keV X-ray monochromatic collimated 10umx10um beam
from NSLS focused on the center of one pixel

* FE with 2us peaking time

Biparametric Spaectrum Biparametric Spectrum
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Time-Over-Threshold Measurement for pile-up
rejection

Pulse Height Spectra Comparison

0
10 ¢
Before the correction ]
Bl After the correction
10-1:—
[%)
c
>
S
- 10
&
T
S
(@]
=
-3
10
L Wm
i 1._,'_&' | A L H\M I

5 11 | ,
0.6 0.8 1 1.2 14 1.6 1.8 2 2.2
PD Amplitude [V]

22



2. Readout of CCDs and Related Detectors

CCD is characterized by:
— Random event arrival time

— Deterministic, noiseless transfer of photocharge to
sensing electrode

— Large dynamic range (few e~ - ~50fC)

— On-board reset switch and first stage source follower
In the same family:

— Controlled Drift Detector

— Charge-transfer “4-T” active pixel sensor

Large sensing area with extremely small sense
node capacitance

kTC noise cancellation essential

23



Analog CDS implementation (1): Dual Slope Integrator

Noiseless charge
transfer through

CCD

Pixel time
ENBW
ENC

\éRST
/
Mgs;
ORST —|I:
Mge| i
Qpx :
T
|
R .
CCD
15 F
10-20 nV//Hz
05
2-3 mA
150 kHz
18 us
~2 MHz
~5 e

Cint

o '\

Commutating Switch

2 4sin?(AT,)sin?(#f (T +T3))
‘HDSI(f)‘ = (ﬂfT )2
S

T = integration window (typically 25 — 40% of pixel period)
Ts = gap between end of reset and start of signal integration window

Neglecting 1/f noise,
ENC ~ e, « VENBW + C\/A,sr

D. Hegyi, A. Burrows, Astron. J. 85(10), 1421(1980)



Analog CDS implementation (2): Clamp-and-Sample

\({)RST ,
1:
Mgsi
¢RST—|I:
Qpx il SampleSwitch
_E—@-||: LPF

CCD

_— :
C | : |
Noiseless charge N I : Y |
transfer through ~ =**" """ .

ClampSwitch
4sin® (#fT,)

f 2
1+ Ej
fLP

T = integration window (typically 25 — 40% of pixel period)
f_p= prefilter bandwidth (single-pole)

‘Hcs(f)‘z =
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CRIC readout ASIC for SNAP

Application: highly-integrated
readout for high dynamic
range space-based astro
camera

Key performance
requirements:

— 16D linearity

— Auto-ranging front end

— On-board ADC

— Radiation tolerance > 10krad

— Low temperature operation
(140K)

— 100kpix/s readout rate

— Noise < 2.0e- input referred
— <20mW/channel

— High reliability




CRIC readout ASIC for SNAP

Vref
\
/ \
pre- AR A SN \h 13-Bit
Input _\_L am CDS . ;Tgp[t—;> Pipeline
AV it~ A/D
Vref -
Input 1 fé”g /
protection di
- Data Out
switch . _ Commutating /
Fixed-gain preamp switches On-board pipeline
. ADC
Technology. 0.25um, 3.3V only Autoranging
Channels: 4 differential
Gain ranges: 3 Integrator

ADC DNL: < 1LSB
Equivalent input noise at 100kpix/s:
*high gain: 7uV

*mid gain: 44uV
g ] H Karcher, Armin, et al. "Integrating Signal Processing and A/D CONVERSION in One
elow gain: 100“\/ Focal Plane Mounted ASIC." Scientific detectors for astronomy 2005. Springer 28

Power dissipation: 17mW/channel Netherlands, 2006. 691-698.



CRIC performance

Temperature
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Reference
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Digital
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ASPIC readout ASIC for LSST

Application: low-power front

ZQSJ"Ja?;]%?a‘"X wide-field LSST focal plane

201 CCDs (3024 channels)

In vacuum cryostat 64cm
Key performance - _
requirements: . "

— 550kpix/s readout rate

— Noise < 2.7e- input referred
— Crosstalk < 0.04%
— <30mW/channel
— High reliability

=

8
f
!

. _9* Hubble Space Telescope s
= "~ Wide Field Camera



ASPIC architecture

™~ |
—e—{F — _ g '
— +—FE—o o—
- FT+—o~
PRI — B —o o— .
1111 —E——E—o o—
— —F s
Clamp for DC Inverting and non- Commutating Integrator
decoupling inverting stages switches bypass
Programmable-gain Programmable Differential (“tranfparent
preamp integrator time integrator/line Mode”)

constant

Technology: 0.35um AMS

Channels: 8

Preamp gains: 1 — 6.5, 17 steps

Integrator time constants: 0.25 — 4us, 16 steps
Equivalent input noise at 500kpix/s, low gain: 12uV
Crosstalk: -74dB

Power dissipation: 25mW)/channel

driver

C. Juramy et al., SPIE Proc. 91541P-1, (2014)
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ASPIC reading out LSST CCD

Die Photo CCD and ASIC waveforms

500ns/div_|
Yellow: OS 100mVidiv

Target image Read noise vs. pixel rate
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3. RatCAP — Rat Conscious Animal PET

2X2X5mm

LSO A septa-less, full-ring tomograph with a diameter of 4 cm
scintillator and an axial extent of 2 cm, suspended by a tether, which

will allow nearly free movement of the awake animal.
Supports BNL program in addiction research.

The tomograph ring must be light enough to be
supported by the rat and allow reasonable freedom
of movement

Light weight detectors (~ 150 g total weight)

Light weight electronics with low power dissipation
= New custom ASIC

High data rates and large singles background

Small field of view and large parallax effects

Limited sampling due to space and weight
requirements

Must be rugged enough withstand activity of the rat

4 x 8 APD [

array
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Electronics for a mobile, miniature animal PET tomograph

+0.18 um CMOS linearity
readout ASIC * 1.5 mW/channel 0s
* 32 channel ASIC _
- Preamplifier + shaper + timing discriminator os SIope_— 152 mV/]‘C
« address encoding ., ENC=302129e’s
« serialized output = rms
El- 0.2
3
0
Input charge (electron)
energy resolution
2000 LSO/APD (Ge-68) energy resolution peak: 465.2
fwhm: 84.1
resolution (fwhm/peak): 0.18
1500
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4000 -
i.l! & 3000 1
(@]
: : O 2000 4
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3 [
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Time (ns)
Mockup of the portable ring on the head of a rat LSO scintillator APD array

ASIC preamplifier with CFD vs. BaF,/PMT




RatCAP ASIC address serializer

» 384 channels on ring make it impossible to bring all signals off detector.

e Analog pulse height information is not saved, lower level discriminator only.
 Discriminator pulse is encoded to give 5 bit address

» Leading edge of encoded serial pulse train gives time information

< Tclk > File Edit Vertical Horizf/Acq Trig Display Cursors Measure Masks Math App Utilities Help Buttons
CLOCK Sample
| :. oo oot .hi.\'.'s.}f-."Ti'l.!:lﬁ':tjﬂ.ﬁ.ﬂ':'t‘.f"-'i,j:ﬁ'*Jal.'-‘.-'n.l:l'.'Pl!f " LT LI o '-i. .
flock ~ 100 MHz L R T B e RERRE B won... S0
CFD : R ST . s i
R " ) ' ! ﬁ____ﬁ___ Ty
TIMING - e i
EDGE : : !
CHAN T T AT T S P
ADDRESS / A0 X AL X A2 X A3 X Ad \ riesfigldniaimeremaninboy : i o
- serializer

; NPT SR O
EDGE + b e e LR Il ' | I sl tel e it it il
ADDRESS \ A0 X AL >< A2 >< A3 X A4 \ : : , ' : , ,

8 s/div
2.5GS/s  400ps/pt
I 660mV
Tserial : ]

J.-F. Pratte et al., Front End Electronics for the RatCAP mobile animal PET scanner,
IEEE Trans. Nucl. Sci. 51(4), pp. 1318-1323 (Aug. 2004). 35
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Spatial Resolution

%8Ge point source
— ~1 mm dia.
—r=0-16 mm

2D FBP

— sinogram arc correction by
linear resampling

— ramp filter
5 y
3D Monte Carlo MLEM 4 ./

— 50 iterations A AL
E 3 — = == FBP tang
= ,/'2 SO o FBP rad

. 2 = 3DML tang
N Ote . E A © \:J - o—8 & 8 3DML rad
— arc correction parametersto  * T
be optlmlzed 0 I I I I I I I I 1
— point source size NOT 0 2 4 6 8 10 12 14 16 18

deconvolved radius (mm)



First Phantom Data
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Rat striatum phantom
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First conscious rat brain image

Max: [F0

Mir: |1 0

" Abs
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Thanks!

BNL RatCAP team
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